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Abstract

This investigation discusses several issues pertaining to the distribution of Real
time Information into the Cockpit (RTIC). Specifically, attention is focused on the vision
of this new technology and how it applies to the United States Air Force. The concept is
defined and discussed as it applies the Air Force’s core competencies. The attributes
characterizing “push” versus “pull” architectures are also depicted. In addition, the
supporting‘ grid, which will be the foundation of these new technologies, is reviewed. In
particular, the requirements and current limitations of implementing the grid are
discussed. Finally, the process of implementing an RTIC process in an operational
context is outlined. The data collection, fusion, and dissemination phases are analyzed

against the backdrop of a U-2 to F-16 sensor-to-shooter scenario.
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1. Introduction

The battlefield of tomorrow is not the battlefield of Desert Storm. With every
passing day it takes on a new shape as advanées in techndlogy progress at an exponential
rate. The investigatioﬁ Joint Vision 2010 was undertaken to address this issue under the
context of j oint operations. The study revealed the évennore-obvioﬁs notion that the
conflict of tomorrow will be as much as a lla,gttle for information as it will be for land, sea
or air control. Thus, the warfighter who has ability to control information and distribute it
on demand will hold a decisive edge on the battlefield of tomorrow. |

It is this iﬁsight that has lead the United States to develop technology that enables
the communication of advanced Real time Information Into of the Cockpit (RTIC).

A 'Enhancéd Aircrew situational awareness, operational flexibility and increased ni_ission :
effectiveness against ﬂeeting targets are all goals achievable through the implementation
of éensor—to-shooter RTIC technologies. ' Although there are numerous RTIC topics
worthy of ‘discussion;' a complete analysis would not be possible in the confines of this
investigétion. Therefore, this paper will focus on a few central themes that déscribe the
RTIC concept and illustrate how the process will proceed in an operational sensor-to-
shooter context.

The first topic of discussion will be the vision of RTIC tecimologies. A brief
investigation on the definition of RTIC will be preformed. This seemingly trivial
exafnination 1s necessary to provide insight on tﬁe meaning of the topic and to specify the
objects of fhis investigation. Next an exmination of the United States Air Force’s core
competencies is made. How these goals are supported by RTIC innovations is kgy to

understanding why such technologies must be pursued. In addition, a quick but



discerning examination will be made on some of the characteristics that distinguish a true
RTIC system from conventional means of information management. Finally, a brief look
is taken at oné main design tréde in an establishing a sehsor-to-shodter system. Whether
data should be “pushed” or “pulled” in an RTIC network is é major design decision that
will be made as these technologies are integrated into the armed forces.

Nexf, the supporting informatidn grid that will provide the foundation of all RTIC .
systems will be reviewed. A descriptivé .overview of potential grid capabilities is made.
In addition, an outline of the grid’s requiremeﬁts is presented. These provisions will need
~ to be met for the grid to effectively support the warfighters in need. The current

limitations of implementing the grid is also a facet that is é_xplored. These limitations will
need to be overcome if the full potential of sensor-to-shooter technologies ig to be _I
reach.ed..

Finally, ébrief overview of the sensor-to-shooter process will be made. The initial
| collection phase of the sensor-to-shooter loop will be the first stage profiled. The methods |
in which the sensors are integrated into the information grid and what future capabilities

are expected is presented. The data fusion phase follows with an insight on the
importance of the information sortiné process.” How the information is distributed to the |
warfighters in need i§ then summaﬁzed. These three phases are discussed in the context
of a typical sensor-to-shooter loop that pasées information from a U-2 reconnaissance

aircraft to an F-16 pilot on a strike mission.




2. The Concept :
Before a technical investigation may be made into the concepts enabling real time
~ information to be supplied in the coqkpit, it is important to discuss the meaning of the
-concepts therﬁselves. Only with an understanding of the definition, vision, characteristics

and design considerations of RTIC technologies can an appreciation of the process itself

be obtained.

2.1 RTIC Defined
Defining the terms that identify the RTIC concept is a task fhat must be performed
_ in order to grasp the concepts of this investigation. The true meaning of “real time” as it
appliés to information transfer in the battle arena is the first term that must be settled.
Real time can be inferred to represent a diverse nﬁmber pf concepts. However, in the
context of this investigation, information transferred in “real time” is sent quickly enough
to be received and assimilated in tilhe to make a difference. Information received in “real
time” must reach the’warﬁghter in time for it to processed by the user and still be of
~ applicable use. ‘For instance, an F-16 pilot who receives intelligence regarding a SAM
threat range upon retumiﬁg for the mission did ‘not get the information in “reai tinie.”
Nonetheless, the second pilot who runs through the SAM rangé who uses the information
for a follow on sortie will indeed have that information in “Real time” even though the
mission may take place several hours later. So indeed, the issue of “Real time” is not
necessarily how fast infqrmation can be distributed, but insteéd one of how'informatilon

can be distributed in time enough to be of use.’



Nexi oné must look at the meaning of “Information” in the context of RTIC.
Webster describes information as “knowledge communicated or received concerning a
particular fact or circumstance; news.” 3 Alas; Webster’s insight can be directly applied
to the issue of which we are investigating. “Information” can be deenied as any
intelligence pertaining to the warfighter’s mission on hand. Included in this spectrum are
target images, ancillary satellite data, navigation information, and even a cauiionary word
from a wingman. One miust note however, that even though data inay be deemed |
information, its communication to the user is not necessarily a benefit to the mission. A
wingman that constantly babbles is not conducive to'a pilot’s chance of niission sucicess.
Even though the wirigman inay occasionally communicate useful information, the pilot
will tune them out and the pertinent knowledge will nét be assimilated. This same

“occurrence will transpire whenever information of any type is presented to the user in an
'oi'erwhehning manner. This condition, known as information overload, must be avoided
at all costs.

The term “into” also holds meaning that must be examined. Under context of this
investigation, “into”‘primarily represents information flowing to the warfighter’s cockpit.
However, in zi true RTIC.system, critical information will be flowing out of the cockpit as
well. Réal time Information Out of the Cockpit (RTOC) will be a vital source of |
intelligence that will be utilized in the future. Instantaneous bomb damage assessment
‘will be possible by relaying real time imageries back to battle' management centers. This

~knowledge will be a force multiplier by enabiing the battlefield commanders to better

apply available forces.
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Finally, the word “Cockpit” must be discussed to establish what the'term‘ |
represents in a sensor-to-shooter context. Traditionally one envisions a cockpit as a
compartment in which the controller of an aircraft is seated. Yet, when contemplating
issues éf RTIC, a broader implication of the term must be inferred. A cockpif can be
considered ;1 satellite ground station, the inside of aktank, the guidance system of a
IDAM, as well as a pilot’s “duty ofﬁcé.” Indeed, 'a. cockbit may be considered any
warfighter or military system that negds information in real time to enhance mission
accbmpliéhment-. Information essential to a warfighter can be sent into either one of these
environments in real time.* |

In summary, the concept of real time information into the cockpit can be deﬁned
as such: The transfer of information té warfighters in néed quickly enough for the |
intefligence to be received and assimilated in time to éffect the warfighter’s actions in a
manner conducive to mission success. This definition is key to understanding the RTIC

concepts that the warfighter will employ.

2.2 The Vision

With the terms of RTIC defined, it is noteworthy to investigate the visionary
future of these concepts in the United States Air Force. An examination of the Air
Force’s core corhpétencies provides understanding in how these developing technologies
support the vision of blue suiters. Air and Space Superiority; Information Superiority;
Global Attack; Precision Engagement; Rapid Global Mobility; and Agile Combat

Support — All objectives of the 21% century Air Force. °
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Air and Space Superiority ;:an be characterized as obtaining control of the entire vertical
spectrum above the ground, thus maintaining complete dominance of the skies over the

“battlefield. Air and Space Supeﬁoﬁty is the foundation on which all operational concepts
are based in achieving Full Spectrum Dominance.® The concepts of enabling RTIC
technology are founded on establishing Air and Space Superiorit&. One who holds the
high ground of superiér information will have an upper hand in future air and space
conﬁol. The ability to quickly and effectively collect, process and distribute information
is becoming evermore important with technologicalv advances. Obtainiﬁg command of Air
and Sbace on a battlefield is a crucial time-critical mission. The need to detect, identify,

- and engage rapidly moving targets requires a rapid respbnse of sensors, shooters and

" command and control. ” These abilities are only achievable through RTIC technologies

Information Superiority is identified as the ability to collect, control, defend and exploit
information while preventing an enemy from doing likewise. Battlefield Success is built
on the framework of superior knowledge. In futuré battles thé goal of Full Spectrum
Dominance requires a pure interactive battlespace picture. Tﬁese pictures will be

provided by implementing real time sensor to shooter technologies.®

Global Attack is the ability to attack quickly mﬁhere and anytime. A network of
forward-deployed and rapidly deployable forces is what enables a global attack
capability. ° A robust and effective information grid supporting these forces is essential to
optimally achieve a global attack capacity. As describéd later, this grid will be

established and networked using an RTIC framework.
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Rapid Global Mobility enables an unsm;passed ability to provide global reach to the

nation.!” Unlike Global Attack, Rapid Global Mobility builds a bridge from airlift and

aerial refueling quickly and decisively. The coordination of forces required for such a

task is immense. The transportation of aircraft and resource information via RTIC

 technologies provides the framework upon which a Rapid Global Mobility mission can

“be constructed. For instance, aerial refueling must be optimized to provide for the most

.. éfﬁcient and timely bridge for éargo aircraft. The battle manager cah continually dbserve
KC-135 aircraft using an information grid established with RTIC techn_ology. Current
fuel levels, GPS locations aﬁd crew status information can be continuously insertéd into

. the information grid. This provides mission flexibility and reliability that will prevent any

aircraft from attempting to gas up on an empty KC-135. 1

Preci&ion Engagement is the ability to provide selectix.le force against particular targets."
Future conflicts will increasingly require the capability to apply military force with a
minimal risk and collateral damage. Performing such a task rgquifes a global awareness
capability that enables precise targeting and supports national decision making.'? Only
through the continuous input of worldwide sensors can a global awareness be achieved.

An RTIC information grid is the means by which this infrastructure can be established.
Agile Combat Support enables combat commanders to improve the responsiveness,

deployability, and sustainability of their forces. The efficiency and flexibility provided

by Agile Combat Support is intended to rely on responsiveness instead of massive
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deployed inven't.ories. 4 Employing a time-deﬁnitg resupply strategy that begins on
arrival will reduce the initial and overall lift requirement. Commanders will reach back to
the continental United States for delivery of an item in need. The ability to know the
location of critical parts; no matter which Service or agency holds the parts, 1s a huge @d
essential task."® The utilization of RTIC technblogies and will provide such information
to be iﬁserted into the uniVersal information grid. Thus, the logistical managers and
battlefield commanders can have the precise and necessary infdnnation presented on |

| demand.

2.3 Characteristics of RTIC Systems

“In addition to investigating the deﬁnition and visibn of RTIC sensor-to-shooter
systems, it is also pertinent to discuss some attributes that characterize real time military -
information distribution systemé. RTIC systems are d.é.si'gned to be parallel, fast, and
dynamic. This is in stark contrast to fhe current serial, slow and nonresponsive
architecture that is currently employed. '® The prevailing “stovepipe” systems of
information communication constrain the ability to transport useful information to the
warfighters that need it the most. It is these characteristics that enable RTIC technologies

to meet the visions of the 21* century.

Parallel: Information processing systems that operate in parallel are inherently quicker
and more effective that those that function in a serial mannér. Serial procéssors handle
information packets independently and thus, numerous bottlenecks quickly mount.

Parallel systems in contrast, enable multiple input and output paths of information that

14



can be process'ed simultaneously. A parallel information communication system will be
able to process multiple sensors data sources and concurrently distribute réquested data to
warfighters. Just as parallel computers can outperform their serial counterparts, advanced

RTIC systems will render the current information infrastructures obsolete.

F ast: As mentioned above, there is not a specific information transfer rate that
characterizes a RTIC system. Nonetheless, speed is still a coinmon attribute of RTIC
systems and the speed is fast. To successfully transinit sensory information in real time to
warfighters executing a time-critical nlission, rapid netWorking speeds are required. RTIC
systems afe designed to incorpbrate pérallel processing and advanced technologies to
ensure that the user is supplied with information in real time‘. These design considerations
result in RTIC systéms that are ihtn'nsically more efficient and faster than conventional

stovepipe infrastructures.

Dynamic: Probably the most distinguishing characteristic of RTIC systems is their
inherent ability to be flexible and dynamic. In conventional stovepipe systems, sensory
data had to be passed up the information “chain-of-command,” transferred to the
warfighter’s organization and then back down to the warfighter, thus the term stovepipe.
A true RTIC system abolishes this process through the use of a universal information grid

that will be discussed in more depth later in this investigation.
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2.3, Information “Push” versus “Pull”

Besides discussing characteristics of RTIC systems, it is also nofable to briefly
examine a major design trade in establishing a sensor-to-shooter infrastructure.
Specifically, the decision to either “push” or “pull” information into the cockpit must be
settled. “Pushing” data is characterized by the process cf sending information without a
user chuest. This method can simplify the information flow process by using external '.
algorithms to determine what category of information the user requires. Therefore,
instead of having to wait for a user rcquest, the informétion deemed important can be
relayed immediately upon arrival. This approach may seem appealing, especially to those
who must design the data flow architecture. However, this methodology has a major flaw
— it disregards operator judgement. Imagine every time an email was received on a
personal computer the CPU stopped all functions ‘and displayed the email. Users would
quickly become disgruntled after they lost twenty pages of work on a word processor.
Under an information “pué ” style, the same problem can occur in a cockpit. The best
source of judgement on which information is needed is the operator at haﬁd. A pilot only
‘wants to be offered information that he or she deems necessary. With the ever-increasing
sources of data, the issﬁe of information overload is of critical importance. An
information “push” RTIC infrastructure has inherent dangers of exceeding the
informaticn overload envelope."’

| On thc other hand, in an information “pull” lsystem, data is not presented to the
user until a user request is sent. Thus, instead of constantly receiviﬁg information, both
useful and worthless, the operator is only provided iﬁformétion upon demand. This

request can be performed in several different manners. For instance, the request could be
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instantaneous and spontaneous. A pilot may need the weather conditiohs of aregion to
which hcf; or she has been diverted. The request could also be integrated into the mission
‘ plénning stage. For example, the pilot may need SAM threat rangeé displayed af 50
nautical miles of their approach. Finally, the pilot may want any information considefed
c‘riticai automatically presented. An obvious exaniple of this would be the instance of a
SAM launch in the pilot’s vicinity. Altho_ugh the formé of information request vary, one
central theme remains consistent — the user’s judgment is considered. Thué, by oﬁly
presenting information the pilot regards meaningful, the issues of information overload

become more manageable.
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3. The Supporting Grid

To accomplish the goals discussed above a full infoimaﬁon network-of-networks
must be established that includes advanced information 'precessing, storage, discerning
information management and complete communications connecfivity. 18 This
infrastructure known as “The Grid” will be the foundation thet enables real time
information to be collected, fused and dispersed to the Qarﬁghters in need. The concept
of the grid is the revelutionary step forward that will forever change the way battlefield

“information is procured and utilized.

31 G‘rid Capabilities

The grid is comprised of more than just an elaborate communications network.
Indeed, reliable and efficient communications must be secured, however, it will be a mere
part of system-of-systems that will create an entire “information environment.”"®
Processing, information reservoirs, and services to enable the users to locate, exchange
and fuse information will all be incorporated into the grid. 20 Warfighters will access the
grid at anytirhe from anyplace te pull the inforrﬂation needed. By selecting services and
interfaces pertinent to their rﬁission, users will craft their own personai information
environment. Hence, grid will provide unprecedented cqnnectivity enabling warfighters
to adapt thei: information needs according to the ever-changing battlefield.

The grid infrastructure will entail diverse commum'ca_tion links, satelli_te networks, -
airborne relays, fiber optic links and tactical radios: 21 Management centers will facilitate

the diffusion of information, maintain operations and ensure system security. This

network-of-networks will be orchestrated much like the network-centric computing
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system which is now commonplace. As software advances such as the Hyper Text
Markup Language (HTML), and the Java computing architecture enabled computers with
different operating systems to communicate, advances in communications architecture
will enable the exchange of sensor data between warfighters independent of the platform
upon which they operate.? -

Initially the grid will combine current networks and processing centers to institute
an integrated information environment. This first step will bridge existing systems of the
military branches and provide the fdundatton on which the grid is to be established. Near
term additions will include automated capabilities that assist in the management of
information and the end-to-end throu§hputs. Integrated management will be key in
harnessing the true potential of the grid in its infancy and unlocking the power of the
knowle(tge contained within it.

However as the grid continues to grow, the inherent problem.of information
overleed become more of an issue. To combat this problem “learning” computers
designed with neural networks will serve as invaluable intelligent agents. These systems '
will be able to learn and identify trends in the sensorial array of data. This ability will
ferever change the way a battle is fought and managed. For ins_tartce, a neural network
trained in the tactics of an edversary will have the ability to analyze all information on the
grid pertaining to the enemy’s force structure. Consequerttly, the systerﬁ could very
reliably predict future eneﬁmy maneuvers. In addition, these networks will be capable
enough to detect deviations from doctrine, thereby alerting commanders of possible

surprise attacks or deceptions.®
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3.2 Requirements

Nonetheless, befofe the grid replaces our finest military generals, ii Qvill first have
to meet specified requirements to support the common warﬁghter; In particular, the
capability to be interoperable is essential for the grid to service both joint and ccalition
forces. Adaptability will be essential in servicing the eclectic alliances of tomorrow. It is
impossible to predict the grid architecture required to support future operations. Thus, as . .
information needs change, the grid will need to adapt and compensate in real time. In
addition, to provide services to various coalition forces, language, culture, and rﬁilitary '
Vprocedure translations will be required to occur within the vast grid inﬁastrﬁcture. This
need will also have to be balanced with the high degree of security demanded on such
vital information.** . |

The robustness and resiliency of the grid will also be critical to ensure the success
of itc operations. As with any military system, fhe gﬁd will heed to be able to oﬁerate in '
the harshest conditioﬁs and sﬁpport any component of the military forces despite the
environment. It must be able to not only defend itself ﬁ'cm the elements, but also from
the emerging threat of information warfare. Users must Be confident that the services

provided by the grid will be available when needed.‘Indeed, 100% cannot be achieved.

| Nonetheless, a level of confidence must be obtained that does not make the grid a weak
link in the command, control and communications chain.”’ Warﬁghters. alsc not only
need assurance that the grid services will Be provided when requ_ired, but also that the
information provided is of sufficient integrity. Implemcnting the grid in such a manﬁer as
to allow the users to comprehend and trust the information is a difficult challenge tha‘c

must be met.
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3.3 Current Limitations

Today’s armed forces are currently unable to provide the services necessary‘ to
support the grid architecture and capabilities discussed. A multitude of limitations
currently exist that must be overcome if a true information grid is to be established.
Presently, bit is difficult to retrieve specific knowledge from a massive, grid information
system.2® This ability is crucial for real time information to be pulled by warfighters. As
discussed before, ablue pritlt for this type of operation currently functioning on the
World Wide Web. However, the capacity to pull information from a vast information grid
is not available to the modern day warfighter. |

Another current limitation is in the ability to transport information in the
command and corttrol hierarchy. As mentioned before, information is curtently conveyed
in an inflexible stovepipe fashion that sevétely hinders the ability to establish quick
: reaction.time networks needed within the grid. This rigiti arc'hitecture restricts the ability
to trade .information' among heterogeneous users. 27 As diécussed above, flexibility is the

| attribute that will i)etmit the grid to function under diverse ct)nditions'ahd with numerous

' _different platforms. The inadequate communications in command in control will result in
insufficient connectivity to tac_tit:al users atterhpting to utilize the services offered by the
grid.

The inability to adequately secure the grid’s infrastructure is also a severe
limitation that must be overcome to bring these capabilities to the battlefield. Currently,
there is a lack of sensors that can detect an information warfare attack on an information

grid. The incapacity to detect such an assault on the grid greatly restrains the ability for it
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" to defend itself, In addition, anti-jam capabilities and robustness of services are in
question. Without these defensive measures, there is a lack of confidence that the grid
assets will be available when they are needed. Such unreliability is unacceptable in

efficient military operations.
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4. The Process

The actual process of transmitting information from sensors to the warfighter in
real time can be partitioned into three main parts: data collection, data f_usion,. and data
dissemination. Data collection involves utilizing ground, sea, aif, and space s‘ensors to
accumulate infofmation and transport it to ‘a battle management center. There, the data
fusion step occuré which compiles the‘ data into pertinent user information. Finally, the
information is diétributed to the warfighter in the dissemination phase.® An in-depth
analysis of either of these steps could in itself yield a massive investigation. Thus, in the
interest of brevity only a few issues pertaining to the separate phases will be addressed.
To aid in illustrating these phases a coﬁceivable present day scenario will be discuséed
throughout this chapter. Specifically, an airborne U-2 will be diverted to collect visual
image data of a reported SCUD missile launcher. This image Will be relayed to Battle
managers, fused and distributed to F-16s on patrol who will be tasked to destroy the

launcher.

4.1 Data Collection

The purpose of sensors is to provide warfighters with an augmented perception of
situational awareness (SA). SA to the warfighter is bésically knowing what’s going on
around them. Warfighters rely on situational informafion to navigate, evade, target and
attack. Without it they are blind and incapable of performing the necessary missions. The
initial phase of a sensor-to-shooter loop is designed to collect as much relevant |

information and provide it to a battle management center to be processed.
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4.1.1 The Sensor Grid

Sensors take many forms. The original aircraft sensors were simply the pilot’s
own eyes and ears. They provided reliable information that guided the first airplanes and
were quickly augmented with internal instruments such as attitude indicators and
compasses. As technology advanced, radar, radio navigaﬁonal aids and

. photoreconnaissance assisted pilots in their mission planning and execution. Today

Forward Lobking Infrared (FLIR), U2 recohnaissaﬁce planes, Unmanned Aerial Vehicles
(UAVs), AWACs, RC-135 Rivet Joints, Joint STARS, space based reconnaissance |

-platforms and numerous otherlsources of information serve as the new eyes and ears of
the modern aviator.

As technology continues to expand, other non-traditional fprms of sensors will
begin to supply warfighters with intelligence. Acoustic sensors that can accﬁrately detect
tanks and other mobile vehicles will be accessible on the battlefield. In addition, olfactory
sensors will be able to use “smell” to identify targets and gustatory sensors will “taste”

" Senzor Grid them. One day, even tactile sensors will use radar to

. “Applications and
... Peripherals”

reach out and “touch” targets to reveal a target’s
shape, temperature and hardness.?

For now however, pilots rely on more

conventional means of obtaining situational

awareness. In an advanced RTIC system, collectors

from air, space, land, sea and, even cyberspace will

feed raw data into a subsidiary portion of the grid

know as the “sensor grid.” The sensor grid entails a

Figure 4.1 Sensor Grid
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network of sensors that serve as'peripherals on the informaﬁon grid.®® Just as various
input devices interface with a typical desktop computer, diverse sensors groups will feed
the gﬁd with information on request. The sensor grid is connected to the main
information grid through various communication links including line of sight microwave
transmissions and satellite crosslinks. This interconnectiflity is essential to providing
flexibility that is crucial to an RTIC system. Instead of relying on one information i)ath,
sensory data can be distributed through numerous means via the information grid. Not
only doeé this result in dynamic response; but alsd induces redundancy into the vital
communications network.

Today a typical peripheral to the sensor grid the U-2 reconnaissance aircraft. Although an
elaborate infbrrhatién grid is not yet established, many characteristics of an RTIC syétem
are illustrated in a basic U-2 based sensor-to-shooter loop. A U-Z ’s ability to receive real
time commands induces a high degree of mission flexibility. As in the case in our
scenario, an aircraft in route can be diverted to fly over mission critical regions to support
in bound fighters. This is a attribute that enables to U-2 to be a highly effef;tive data
collectdr in the RTIC process.

As can be seen iﬁ Figure 4.2, the U-2 has an impressive means of collecting
sensor information. To refnain in concurrence with the presented scenario, this
investfgation will primarily focus on the acquisition of imagery. dafa. Imagery data can be

collected by digital cameras that produce typical data streams of about 100 Mbits pér
second. High caliber data of this nature is typical of the assets needed to assist a pilot in
\ finding and making a positivé identiﬁcatioﬁ of a target. This is eépecially true when the

target is small and mobile as in the case of a SCUD launcher.
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‘Reconnaissance information obtained by a U-2 aircraft is relayed to orbiting

satellites using a SPUR or SPAN satellite communications system. These dorsal fin-like

pods contain steerable antennas that can establish a real time communication link to the

battle managers. For obvious security reasons, the functional details of these systems

cannot be revealed. However, an analysis of the Satellite Telemetry and Return Link

(STARLink) employed by NASA’s ER-2 provides significant insight on how this process |

transpires. Illustrated in Figure 4.3, the ER-2 is a slightly modified U-2 that performs

high altitude research missions for NASA. The STARLink communications system

provides real time data flow from scientific experiments and enables highly interactive

experiments to occur at the upper reaches of the earth’s atmosphere. >
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‘ Comrria.nd data may be sent to an ER-2 aircraft at a rate of 400 KBPS in nonreturn
to zero level format via the TDRS satellite system. The forward link signal is transmitted

to the aircraft at a frequency of 13.775 GHz with a Binary Phase Shift Keying modulation

Figure 4.- craft
scheme.*? dn an ER-2 mission these commands may be used to proilide real time control
of the experiment by modifying the control parameters. During a military U-2 mission
these commands are the means that enable flexibility and enhance the ability to provide
time critical information. Referring back to the SCUD scenario, it is this forward link that
will enable' battle managers to alter the course of the U-2 to fly over the potehtial SCUD
loéation. | ‘. |

Although the forward command link provides needed flexibility to the U-2’s

mission, the return link is what provides the essential SCUD images needed in the F-16
cockpit. Collected data on the ER-2 is compressed and flows from the sensors to the
transceiver at an intermediate frequency of 1700 MHz. ** The 400-watt transceiver uses a
Quaternary Phase-Shift Keying (QPSK) modulation technique to encode the signal. Since
the return link transmits large amounts of data, QPSK modulation is required to provide

the maximum possible information flow for the bandwidth available. In fact, using a
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QPSK modulation scheme will require half the bandwidth of a BPSK system give a

specified data rate. 34

4.1.3 The advantage of QPSK
This reduction in bandwidth is due to the fact
~ that QPSK modulated signals are produced by two

BPSK modulators operating together in quadrature.

When the data transfér occurs the odd-numbered bits -

are sent to the i (ih—phase) channel while the even-
numbered bits are routed to the g (quadrature)

1.3% The carrier signal is sent directly into the i

* channe
channel but is phase shifted by 90 degrees be_fbre

being fed into the g channel modulator. The i and ¢

|
- I ' Orthogonal T
() I t Channels 1 .
i Charmed oCh 4 .
({4

©1) . oo
X

X X
©o) . {10)

Figure 4.4 State Generation in QPSK

- channel outpufs are then combined to produce the final QPSK signal. Since the signal is

comprised of two channels, the output state is dependent on a paif of bits. As illustrated

in Figure 4.4, this results in 4 possible values that can be assumed by a QPSK symbol.*¢

This is twice the number of states that can be produced by a standard BPSK modulation

scheme.

4.1.3 Link Analysis

Although an actual U-2 mission would more likely use a FLEET SATCOM or

- Milstar satellite to supply a data link, using a TDRS satellite for a link analysis provides

an opportunity for numerical comparisons and significant insight on the data transfer
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process. Using public available documentation of the STARLink system included in
Appendix B, an elementary link analysis is possible. The link budgetAbetween the ER-2
and TDRS satellite was performed and is depicted in Appendix A. The evaluated result of

ER-2 to TDRS link analysis is qutaposed with documented results in Table 4.1.

Documented Margin 1 1.1dB
~Docum‘ented Margin 2 3.8dB
Documented Margin 3 14dB

Average of Documented Margins | 2.1 dB

Original Evaluated Margin 53dB

Difference : 3.2 'dB

Table 4.1 Original Link Analysis Results
Obviously there is a signiﬁcant.amount of discrepancy in the figures. A source of this
differehce was traced to a large difference in the transmitter power used to calculate the
link budget. Reliable reference data acknowledgéd that STARLink employed a 400-watt
up_link transmitter. % Howevér, the link budget documented in Appendix B utilizes a

transmitter power of 24.7 dBW or 295.12 watts. As shown in Table 4.2, when a link

AVerage of Documented Margins 2.1dB

Evaluated Margin Using 295 watt Transmitter | 4.0 dB

Absolute Difference ~|19dB

Percent Difference _ . 1.81%

Table 4.2 Link Ailalysis Results Using a 295-Watt Transmitter
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‘analysis using the 295-watt transmitter power was performed a more comparable link
| rﬁargin result of 4.0 dBW was achieved. Although this value is more banalogous to the
* documented link budgets, the original evaluated result is more practical. This is because
of two main reasons. First of ali the original evaluation. uses the 400-watt transmitter
value that is clearly documented. In addition, it also is a much more ﬁlausible link margin
result. A link inargin of 5.3 dB is fairly low. However, an average margin of 2.1 dB is
dangerously'low. Such a value would lead to questionable system performance under
adverse conditions. Under the demands of a inilitary U-2 missioﬁ,_ ‘the uplink needs to be
- reliable and able to provide warfighters with the information they need despite adverse
conditibns. '

For the TDRS downlink, the STARLink system utilizes an 18-meter parabolic

- dish based at White Sénds, New Mexico. Obviously, in a combat situation, 18-ﬁ1eter
dishes do not provide adequate mobility to provide ground stations near the battlefield.
Therefore, a p:ersonallinvestigation was undertaken to determine what the most pfactical
antenna size was to provide the link from a TDRS satellite to battle managers on the

ground. The results are illustrated in Table 4.3. As can be seen an antenna size practical

Receiver Antenna Size Downlink Margin
18 meter 12.03 dB

1 meter -13.i dB

3 meter | -3.5dB

5 meter 9dB

7 mctcf 38 dB

Table 4.3 Downlink Margins for Various Receive Antenna Sizes
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- for alarge aircraft (1 -meter) can not supply the gain neededlfor a corﬁmunications link.
Thus, in the scenario, the data couid not be directly transmitted to an E-3 AWACS.
Instead the data could be downlinked to a ground based 7-meter antenna stationed hear
the 'ba‘ttle”ﬁeld. This size, although still large, could be integrated into a mobile ground

st_aﬁon and provides a link margin comparable to the uplink.

4.2 Data Fusion

Data Fusion (DF) is a process of managing data and information, obtained from a
diverée number of sources, that may be neéded é.t anytime by operators and commanders.
~ Keeping in character with RTIC systems, DF must be an adaptive process that can
continuousiy convert data into a richer information through constant refinement and relay
it for distribution at é moment’s notice. >3 Dafa fusion is key to preventing the warfighter
from being overloaded with too much information. As can be seen in Figure 4.5,. |

performance is optimized under moderate workload conditions. However, as soon

Good
Péﬁnrmance

Poor

Low " Workload High

Figure 4.5 Performance versus Workload
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as the workload increases beyond the moderate region, performance quickly drops. Thus,
too much information can yield a situation often worse then no information at all. .

-Another facet of data ﬁtsion is ensuring the information is sorted in such a way
-that the warfighter receives the proper information at the proper time. For instance, the
requested view of the target area may shift as the aircraft moves front 50 miles outto 5
miles out. The data fusion process must take into account pilot requests and the miesion
plan to ensure infortnation will not be “eushed’; to the warﬁghter.

- To accomplish these tasks in real time a leap in data fusion technology must
_occur. 39 Currently ~we are able to collect datat from a wide array of sensor platforms.
HoWever, as mentioned before, these data streams are processed independently in a
stovepipe manner. Desert Storm illustrated the limitations in sharing and relating
intelligence sources that is inherent to this processing'architecnue. Only limited views -
Were supplied to the users instead of the whole picture required for effective combat
operations.*

Reflecting back on the U-2 scenario presented earlier can provide some insight on
the data fusion process in a present day context. Once the U-2 imag'ery.is collected and
relayed to the battle managers via a TDRS satellite, DF weuid step into pla)t. The target

| image would be sent to a mobile command platform such as an AWACS or JOINT Stars
aircraft. There, regional battle managers could select the image that would be most useful |
to the pilots and fuse other information together with the picture. For instance,
instructionatl text could be superimposed en the image and the current threat situation
including SAM position and any enemy aircraft in the area could be forwarded with the

picture in one information package. The information in this intelligence package will be
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dependent on the pilot’s position in the mission and will contain only information that is |

pertinent at the time.

4.3 Data Dissemination

Once the collected data is fused, the ability to distribute it §n demand and in real
time becomes paramount. The'infofmation must be able to reach warﬁght'ers on mobile
'combat platforms under any conditions. However, the dissemination process not only
- includes transporting the requesfed information to the aircraft, but also ensuring it 1s
presented in manner in which it can be rapidly assimilated by the receiving cpckpit. As
dis'cussed earlier, information can easily overload the pilot and degrade mission
performance. In a stressful combat situation, information that is not presented in simple

and concise manner can cause more confusion than assistance.

4.3.1 Link-16

Once information is processed by a battle managemént center, it needs to be
effectively and reliably ﬁansmiﬁed to the mobile strike plafform. The Armed Forces new
tacticai digital information link (TADIL) with the NATO designation “Link-16" is
designed to accomplish this task. Link-16 does diverge from the basic information
exchange concepfs employed by previous data links such as Link-11 aﬁd Link-4A.
Instead, Link—16 employs the Joint Tactical Information DiStributioh System @ TH)S) to
provide significant technical and operational improvements to current tactical data link
capabilities. *! In the scenario, Link-16 would be the data link used to transmit the SCUD

imagery fused with other information to the F-16 pilots on patrol.
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~ The Liﬁk-16 system utilizes a Time Division Multiple Access (TDMA) scheme to
provide multiple and apparently concurrent communication nAe:ts.42 Each second of
network time ié divided into 128 “time slots” that are grouped into “sets” containing 512
, timé slots. The sets are interwoven together to minimize the chance of the information
being compromised. A 12-second “fréme” consists of three sets and along with the time
slot is a basic unit of time used in the JTDIS network. ** |
In order to structure the functionality of Link-16, all JTIDS units are assigned

time slots in which they transmit and receive data. * These time slots are parceled out
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fezian Mamgemen 7. 5%

Electranic Warare 5.9%— ) Fighar-wa- Fighiar 6 2%
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Figure 4.6 Network Partitions to NPGs

into Network Participation Groups (NPGs) according to the particular function the unit

- performs. Thus, through the time slot assignment, JTIDS units only participate on the
NPGs used for the functions they perform.45 For instance, certain NPGs are utilized f(;r
friendly force ide_ntiﬁcﬁion, position, and statusvinformation known as Precise Participant ‘.

Location and Identiﬁcation‘(PPLI) messages. Other NPGs include air control, battle
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group survelllance voice channels and other various battlefield tasks Figure 4.6
_ illustrates how a typical Link-16 network’s capablhtles are partltloned to various NPGs.
Another improved feature Qf Link-16 is the ability to “stack” different NPGs on
the same time elot. This is possible because of a technique 1<11on1 as frequency hopping.
~ % The signal frequency in a time slot does not remain constant but instead randomly
changes every 13 microseconds to one of 51 frequencies are available for JTIDS
transmissions. This “hopping” is dictated by one_of 128 hopping patterns that can be
assigned to users. Thus, as illustrated in Figufe 4.7, the same set of time slots may be

Backlink Nets
.16 Fighters AirControl

Uplink|
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=

Net3
Air Control

Net 1
“Air
Control

Flgure 4.7 Stacking Nets
used for multiple users by s1mply assigning a different frequency hopping pattern to each.

‘This stacking of NPGs is particularly useful for air control purpoSes by establishing

exclusive sets of controlling units and regulated aircraft. ¥ In addition, multiple voice
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circuits are also possible by stacking NPGs. For instance, 127 voice channels are
available on a single voice NPG.

It is noteworthy to illustrate some of the features unique to Link-16 that provides

Fighter-

Table 4.4 Link-16 Capabilities versus Other Data Links k

tﬁis superiority. Table 4.4 showcases some of these Link-16 capabilities in comparison to .
existing communications data links. These and other capabilities that can not be
discussed provide Link-16 with an unparalleled capability to transmit needed information
to the aerial warﬁghter in real time. It is because of these reasons that‘withOut' question,

\ Link-16 is the tactical data link of choice for the Department of Defense and will be the

means by which aerial warfighters are supplied with combat information in real tinig.
4.3.2 Information Displays

Although the intrinsic details of a single modern display system could easily

warrant an investigation well beyond the scope of this paper, it is still noteworthy to
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discuss some basic concepts- of the systems that supply the information to aerial
warfighters. In particular, head down displays, heads up displays and helmet mounted

displays are the primary means real time information is presented to a pilot in the cockpit.

4.3.2.1 Head Down Displays

Originating with airborne radar scopes in World War 11, Head Down Displays
(HDDs) are the oldest form of electronic displays. HDDs provide the avenue by which
‘the majority of cockpit information is presented. HDDs are uéed to supply navigation
data, moving map displays, aircraft system status and numerous other typeé of
information that is needed by a pilot. In addition, HDDs can provide imagery data from
FLIR sensors, TV cameras and other imagery sources in their fypical 5 x 5 inch size. In
the SCUD _scenario presented earlier, it would be an F-16 multi-function display that
would display the target irﬁagery and instructional
text.”®

HDDs are typically comprised of a cathode
ray tube and controlling circuitry to adjust the
presentation properties of the system. Due to

visibility requirements in direct sunlight, these

displays have traditionally been in a monochrome
format. Specifically, the green CRT, which elicits Figure 4.8 Modern Liquid Crystal HDD
the peak human visual response, became commonplace in fighter aircraft worldwide.*

However, improvements in technology have enabled military cockpits to outfitted with

color CRTs that are essential for video map diéplays.
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Although CRTs are still the vmost commdn HDD technology, color liquid crystal
displays (LCDs) and flat paneled displays will soon ehange the standard HDD found in a
military cockpit. These types of displays can produce the resolution of a CRT without the
space requirements of a cathode ray tube. Even though LCDs are not completely ﬂat,
they still only occupy a depth ef two to three inches.”® These systems will become
standard in the next generation of fighter aircraft. Thus, even with the continued
developments of heads up displays and helmet mounted sights, the HDD will still r‘emain

a necessary part of the RTIC system.

4.3.2.2 The Heads Up Display
When the United Kingdom’s Buccaneer strike aircraft was introduced in 1962 it

ushered in the most impertant advance in the visual presentation of data to the aviator
thus far - the Heads Up Display (HUD).”! Today the HUD is theprimary means by
which information is presented to the pilot. The continual development of the HUD has
resulted in vast improvements to be made in man-machine interaction (MMI) by enabling
the i)ilot fo assimilate flight data while maintaining ﬁ111v visual contact With the outside
world. This task is accomplished by the basic configuration illustrated in figure 4.9. The
display symbolog)y is generated by a cathode ray tube (CRT) and passes through a
number of relay lenses that magnify the image and correct for inherent optical errors.
The image is then reflected through a 90-degree angle by a fold mirror and proceeds to
pass through a collimating lens. The collimating lens adjusts the image so that it will

appear to the pilot as focused at infinity. This rather elemeﬁtary concept is depicted in

Figure 4.10. The collimating of the image allows the display to overlay the outside world
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and does not require the pilot to refocus his eyes or change the direction of his gaze. This
capacity is crucial since the transition time to refocus the eyes from viewing distant to
near objects requires one second or more. In addition, collimating also eliminates any

parallax errors that might be encountered. Thus, the relation of the display symbols with
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. Figure 4.10 Line of Sight Trace of a Collimating Lens

the outside world remains unchanged with variations in the pilot’s head movement.
The position of the collimating lens also determines a very important HUD

parameter — the field of view (FOV). It is important to discern a HUD’s instantaneous’

39



field of view (IFOV) from the total field of view (TFOV). The two are not the same when
considering a conventioﬁal heads up display. The IFOV is the angular coverage visible
to the obseﬁer at any spe‘ciﬁc viewing point in the cockpit. It is a dependent on the
diameter of the collimating lens, D, and the distance of the pilot’s eyes from the

~ collimating lens, L. The IFOV value may be determined‘by Equation (1). The total field

' D
—4 —l—" ' )
IFOV = 2tan 53 | 1)

of view on the other hand is defined as the total angular coverage available to the
observer by altering éye position. Unlike the IFOV, the TFOV is a function of the
diameter of the display A, and the effective focal length, F, of the collimating lens.

Equation (2) may be used to evaluate its value.’> Looking at Equation (1), it is obvious

A . .
TFOV = 2tan™' — 2
‘ O.V an” @)

that the IFOV could be increased by simply bringing thg pilot’s eye position closer to the
collimating lens. (Reducing L). However, becausé of cockpit geometry, constraints, this is
not a pracfical with the use of a conventional HUD.

-Once th¢ image passés thfough the collimating lenses it is projected onto the
combiner _‘g'lass. The combiner glass is basically a “see through” mirror that optically
merges the outside world with the collimated display. The glass has high degree of
optipal traﬁsmission efficiency that minimizes the loss of visibility due to looking through
the glass and windscreen. In modern designs the combiner glass can élso be designéd to
contain curvature that enables the collimating to occur in the glass itself. As aresult L is

significantly decreased and the effective size of the collimating lens (D) can be increased.
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" Figure 4.11 Holographic HUD Configuration |
This heads up display design, known as a holographic HUD, can increase the IFOV by a

factor of two or more. A holographic HUD is illustrated in Figure 4.11, note

the absence of a separate collimating lens. This advancement renders the TFOV and
IFOV in a holographic HUD to be roughly the same.®> A wide FOV such as that supplied
by a holographic HUD is particularly important when forward looking infrared (FLIR)
information is displayed in the context of a night mission. In this case, the only visual

information the pilot has of the outside world is the FLIR image displayed on the HUD.

4.3.2.3 The Helmet Mountéd Display

Although the HUD has revolutionized the way flight information is présented to
aviators, it has one distinct limitation —‘the information is only available in the pilot’s
forward field of view. Even with an advanced holographic HUD, the FOV is limited to
30 degrees in azimuth and 25 degrees in elevation.* To prbduce the most efficient
sensor-to-shooter system, the pilot requires heads up visual information in all directions.

This requirement can only be met with a helmet-mounted display (HMD).
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- A helmet mounted display in the simplest form is merely a basic target sighting'
system mounted on a flight helmet. These systems have been around for yeérs and can
provide some simple alphanumeric information to the user. However, in an advanced
system, a HMD can in effect be a ‘HUD on a helmet’. This concept can supply all

information normally displayed on a HUD to the pilot

looking in any direction. FLIR images and night vision
“goggles can also be incorporated into the system. In
addition, since the effective collimating lenS may be only
a few inches from the pilot’s eye, the FQV may be
increased to nearly 40 degrees in a fighter aircfaﬁ. 5
These potential advancements have spurred the
‘United States to aggressively research the HMD concept.

" HMDs are unique in that they not only display

information to the pilot but also providé a feedback B % g
loop to the information control system. A HMD system Figure 4.12 Modern HMD System
can estimafe the pilot’s line-of-sight and discern what external featufes are of importance.
In short the HMD tells what the pilot is looking at so the system can provide information
. pertaining to the object of interest. In addition, the directional information of a pilot’s
gaze can also be linked to on board weapoﬁs SEnsors to aid in targeting. For instance, a
typicail air-to-air missile seeker needs to Be directed to within 2 degrees of a targét to
abhieve a missile lock. With the limited FOV of a HUD, this limits‘ off-boresight attacks

to a mere 15 degrees at best. However, with a helmet mounted targeting sYstem, a highly

agile missile can attack a target that is 120 degrees off of the nose of the aircraft. When
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integrated into modern fighter aircraft, this improvement increases the air-to-air kill
probabiiity a factor of 3 or more. *°

Although the United States Army has utilized HMD systems in their Apache
helicopfer for quite some time, difficulties have been encoﬁntered in employing the
systems in high performance fighter aircraft. Specifically, size and weight constraints
have been limiting factors. A conventional aircrew helmet normally weighs about 2.2 Ibs.
Yet, uﬁder the force of a 9g turn the hehﬁet has an effective weight of 20 Ibs. Currently
HMD systems have a weight ranging from 3.8 to 5.5 lbs; This can yield up to 50 Ibs of
force bearing down on a pilot’s head during a tight combat .Y’ A forcé of fhis
magnitude Would be unbearable in a dogfight. 'fherefore, for I'ﬁV[DS to become practical
in a fighter aircraft, advancements technology must be made that enable the system mass
to be reduced to that of a conventional helmet. |

In addition to size constraints, the aiming accuracy of a HMD has made it difficult
to incorporate in fighter aircraft. The boresi'ght etror of a HMD can rangé from 5 to 10 or
more milliradians. This is conSiderany iarger than the 1-milliradian 'érror of a typical
heads up display. Tﬁese errors directly impact the accuracy of weapons and their
effecti\}eness. Thus, once technology eﬁables the produétion of light weight HMDs,
- systems thaf combine HMDs and HUDs céuld become comrrllonplace_ in fighter aircraft.
This‘ “best of both worlds” system would combine the mesﬁained FOV of a HMD with

the targeting accuracy of a HUD.
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5. Conclusion

‘Several issues regarding the transfer of Real time Information into the éockpit
were discussed over the course Qf this brief iﬁvestigation. The concept of RTIC was
explored revealing the definition, vision, ch@cteﬁstics and a fypical design trade. It was
concluded that an effective RTIC system must enable pilots to fashion their own
information environment. The necesséry suppdrting information grid was also
| investi géted. The grid’s capabilities, requirefnents and current limitations were presented.
It was resoived that the grid must be flexible, secure, and reliable to adequately serve the
warﬁéhters of the future. Finally, the actual RTIC process of data colléction, fusion, and |
.dissemination was discussed and showcased in a U-2 to F-16 sensor-to-shooter scenario.
The means of transporting the imagery data via STARLink to a forward ground station
was described. The method of using Link 16 and a heads down display to present the

information to the pilot was also explained.
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~Appendix A

Link Budget Calculations




| Link Budget Calculation Procedure

The following method was employed to calculate the link budget for the communications
link from the ER-2 aircraft to the TDRS satellite. This same method was used to evaluate

the link from the TDRS satellite to the ground station.

Step 1

The first step was to establish the carrier frequency that would be used in the
communications link. The ER-2 uplink utilized a frequency of 15003.4 MHz.
Step2 _ :

Next the satellite transmitter péwer, antenna size and antenna efficiency were
establiéhed
Step 3
| Losseé between the fransmitter and antenna were then estimated. An assumed
yalue of 2.2 dB was used. | |
~ Step4
| - Usihg equations (A-1) and (A-2) th;e carrier wairelength and antenna beamwidth

were found.

A:% (A-1)
21
®= JauD - -2



Step 5

The maximum antenna pointing offset angle was established based on.tllle greatest
amount error inherent in the STARLink system.
Step 6
~ The ER-2 transmit antenna géin was calculated using equation (A-3) The
reduction from peak gain was also found using (A-4). Tﬁese ‘results were summed to

yield a total transmit antenna gain.

G = —159.59 +20LogD +20Logf —20logc (A-3)

P e
Step 7° '

Finding the space loss was the next task. Before this could be accomplished the
angular radius of the earth, the nadir angle, the earth central angle and slaht range were
found using equations (A-5), (A-6), (A-7), and (A-8) respectively. Then using (A-9) the

free space loss was determined.

. Rp |

7, = Asin( R, H) | ] A "5)
n = Asin(cosesinz,) (A-6)
A=90-n-¢ A-7)
p=r,2Yy a9

sinn _

c ' :
'LS=(47th) (A-9)

Step 8

Next the losses due to polarization mismatch and absorption of the atmosphere

and radome were estimated. .3 dB was used for the polarization mismatch and 1 dB was



assumed to be absofbed by the radome. The atmospheric absorption was found by
dividing the determined zenith attenuation by the sine of the miﬂimum elevation angle.
S v

The receive antenna parameters were then specified. Equation (A-2) was again
used te find beamwidth and the pointing error was estimated to be 10% of this value. '

The receive antenna gain is determine(i using (A-3) and (A-4)
Step 11

The system noise temperature is estimated using a reference table. Clear weather
is assumed. |

Step 12
Eb/No is feund using equation (A-10) for the required data rate of 295 Mbits/sec.

E, PLGLLG,
N~ kIR (A-10)

Step 13
The required Eb/No to achieve a bit error rate of 10-8 using QPSK is stated. 10-8

is the bit error rate employed by STARLink
1 dB is added to this theoretical value for a more practical number
Siep 15
The difference of the ealculated Eb/No and the required Eb/No is teken to y‘ield‘

the link margin.



Rf link

Link budget from a ER-2 aircraft to a TDRS satellite

" 1. Select carrier frequency
Frequency
1.50E+10 Hz

2. ER-2 transm'itter power :
Transmit power in Watts Efficency ~_Transmit Ant diameter (meter)
400 : 0.55 0.762

3. Rf losses between the transmitter and ER-2 antenna
-2.2dB

4. Determine 'wavelen_gth and beamwidth of ER-2 antenna
wavelength ' Eqn1
0.019982 meters
Transmit ant beamwidth Eqn 2
(deg)
- 1.836854
5. Max antenna pointing offset angle
Pointing error (deg) ' .
0.56 Amount of pointing error allowed

6. Calculate transmit antenna gain towards satellite
using equations 13-18 and 13-19 '

Transmit antenna gain .

Gain= 38.97652 dB Egn 3
_ Losses= -1.115342 dB Egn 4

Transmit antenna gain
37.86118 dB

7. Calculate space loss using equation 13-21
Find the max distance from ELT to microsat
Satellite separation = 35786 km
Min elevation arigle (deg)
1.5 Given in specifications

ro= 0.151849 rad - Eqn 5

n= 0.151797 rad Eqn 6
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Rf link

lambda= 79.80268 deg Egn7
D= 41512.2 km Eqgn 8

Path length in meters
41512198

Space loss in dB Eqn 9
-208.3373

8. Estimate propagation absorption loss due to the atmosphere, Polarization mismatch and radome
Theoretical one way zenith attenuation
0.02 dB

Divide by sine of min elev angle
0.764031

Add 1 dB for radome and .3 dB for polarization mismatch
2.064031
9. Select the TDRS antenna diameter and estimate pointing error.

let the pointing error be 10% of the beamwidth. Use eqn 13-17 to calculate antenna beamwidth

Receive antenna diameter
49 m

Calculate the receive antenna beamwidth Eqn 2
1.948052 -

Pointing error = 10% of beamwidth (degrees)
0.194805 A

0. Calculate the receive antenna gain toward the ELT. (dB)

55.86685 dB Eqn 3 4 Efficency 0.65
-012dB - Eqn4 - : ' '

Receive Antenna Gain
55.74685 dB

11. Estimate the system noise temperature (in clear weather)
31.1 dBK

12. Calculate Eb/No for the required data rate using equation 13-12
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Rflink

data rate (bps) 2.95E+08 bps with Reed Solomon encoded data
P[dBW]= 26.0206 .
LI= 22

Gt= 37.86118

Ls= -208.3373

La= -2.064031

Gr= "' 55.74685

Ts (dB-K) = 31.1

Eb/No= 19.83036 dB Eqgn 10

13 Required Eb/No to achieve BER of102-8, using QPSK
13.5 dB o .

14. 'Add 1 to the theoretical value for implementation losses
14.5 dB | added 1 dB

15. Calculate the link margin-the difference between the expected value of Eb/No calculated and the
required Eb/No (including implementation loss)

5.330363 dB
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'Rf link

Link budget from a ER-2 aircraft to a TDRS satellite Using a 295 watt Tr

1. Select carrier frequency
Frequency
1.50E+10 Hz

2. ER-2 transmitter power -
Transmit power in Watts Efficency " Transmit Ant diameter (meter)
295.12 - ; 0.55 - 0.762 ‘

3. Rf losses between the transmitter and ER-2 antenna
-2.2 dB ,

4. Determine wévelength and beamwidth of ER-2 antenna
wavelength Eqgn 1

0.019982 meters
Transmit ant beamwidth Eqn 2
(deg)

1.836854
5. Max antenna pointing offset angle
Pointing error (deg) , ,

0.56 Amount of pointing error allowed

6. Calculate transmit antenna gain towards satellite
using equations 13-18 and 13-19

Transmit antenna gain

Gain= 38.97652 dB Eqn 3
Losses= -1.115342 dB Egn 4

Transmit antenna gain
37.86118 dB-

7. Calculate space loss using equation 13-21
Find the max distance from ELT to microsat
Satellite separation = 35786 km
Min elevation angle (deg)
1.5 Given in specifications
ro= 0.151849 rad Eqn 5

n= 0.151797 rad . Eqn 6’
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Rf link

lambda= 79.80268deg - Eqn7
D= 41512.2 km Eqn 8

Path length in meters
41512198

Space loss in dB R Eqgn 9
-208.3373

8. Estivmate propagation absorption loss due to the atmosphere, Polarization mismatch and radome
Theoretical one way zenith attenuation
0.02 dB ’

Divide by sine of min elev angle
0.764031

Add 1 dB for radome and .3 dB for polarization mismatch
2.064031
9. Select the TDRS antenna diameter and estimate pointing error.

let the pointing error be 10% of the beamwidth. Use eqn 13-17 to calculate antenna beamwidth

' Receive antenna diameter
49 m

Calculate the recelve antenna beamwidth Eqgn 2
1.948052 :

Pointing error = 10% of beamwidth (degrees)
0.194805 . '

10. Calculate the receive antenna gain toward the ELT. (dB)

55.86685 dB Eqn 3 : " Efficency 0.65
-0.12 dB Eqn 4 \

Receive Antenna Gain
55.74685 dB

11. Estimate the system noise temperature _(in clear weather)
31.1 dB-K

12. Calculate Eb/No for the required data rate using equation 13-12
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Rf link

data rate (bps) 2.95E+08 bps with Reed Solomon encoded data
. P[dBW]=  24.69999 - '
Li= 2.2
Gt= 37.86118
Ls= -208.3373
La= -2.064031
Gr= 55.74685
Ts (dB-K) = 31.1

Eb/No=  18.50975 dB Eqn 10

13 Required Eb/No to achieve BER of102-8, using QPSK
13.5 dB ' :

14. Add 1 to the theoretical value for implementation losses
14.5 dB | added 1 dB

15. Calculate the link margin-the difference between the expected value of Eb/No calculated and the
required Eb/No (including implementation loss)

4.00975 dB
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Rf link

Link budget from a TDRS satellite to a Ground Station with an 18 meter

1. Select carrier frequency
Frequency '
1.25E+10 Hz

2. ER-2 transmitter power -
Transmit power in Watts Efficency Transmit Ant diameter (meter)
6 0.55 2

3. Rf losses between the transmitter and ER-2 antenna
-1 dB

4. .Determine wavelength and. beamwidth of ER-2 antenna
wavelength Eqgn 1
0.023984 meters

Transmit ant beamwidth Eqn 2
(deg)
- 0.84
5. Max antenna pointing offset angle
Pointing error (deg)
0.1 Amount of pointing error allowed

6. Calculate transmit antenna gain towards satellite
using equations 13-18 and 13-19

Transmit antenna gain

Gain= 4577243 dB Eqn3
Losses= -0.170068 dB "~ Eqn4

Transmit antenna gain
45.60236 dB

7. Calculate space loss using equation 13-21
Find the max distance from ELT to microsat

Satellite separation = 35786 km .

Min elevation angle (deg)
1.5 Given in specifications

0.151849rad Eqn5

n= 0.151797rad ~  Eqn6
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Rf link

lambda= 79.80268 deg Eqn7
D= 41512.2 km Egn 8

Path length in meters
41512198

Space loss in dB Egqn 9
-206.7517

8. Estimate propagation absorption loss due to the atmosphere, Polarization mismatch and radome
Theoretical one way zenith attenuation

0.02 dB

Divide by sine of min elev angle
0.764031

Add .3 dB for polarization mismatch
1.064031
9. Select the TDRS antenna diameter and estimate pointing error.

let the pointing error be 10% of the beamwidth. Use eqn 13-17 to calculate antenna beamwidth

Receive antenna diameter
18 m

Calculate the receive antenna beamwidth Eqn 2
0.530303
Pointing error = 10% of beamwidth (degrees)
0.05303

10. Calculate the receive antenna gain toward the ELT. (dB)

65.58278 dB Eqn 3 Efficency 0.65
-0.12 dB Eqn 4

Receive Antenna Gain
65.46278 dB

11. Estimate the system noise temperature (in clear weather)
27.4 dB-K

12. Calculate Eb/No for the required data rate using equation 13-12
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Rf link

data rate (bps) 2.95E+08 bps with Reed Solomon encoded data
P[dBW]= 7.781513

L= -1

Gt= 45.60236

Ls= -206.7517

La= -1.064031

Gr= 65.46278

Ts (dB-K) = 27.4

Eb/No= 26.53399 dB Eqn 10

13 Required Eb/No to achieve BER of104-8, using QPSK
13.5 dB

14. Add 1 to the theoretical value for implementation losses
14.5 dB | added 1 dB

15. Calculate the link margin-the difference between the expected value of Eb/No calculated and the
required Eb/No (including implementation loss)

12.03399 dB
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Rf link

Link budget from a TDRS satellite to a Ground Station, 3 meter dish

;l. Select carrier frequency
~ Frequency
1.25E+10 Hz

2. ER-2 transmitter power
Transmit power in Watts Efficency Transmit Ant diameter (meter)
6 0.55 2

3. Rf losses between the transmitter and ER-2 antenna
-1 dB

4. Determine wavelength and beamwidth of ER-2 antenna
wavelength Eqgn 1

0.023984 meters
Transmit ant beamwidth Eqgn 2
(deg)

0.84

5. Max antenna pointing offset angle
Pointing error (deg)

0.1 Amount of pointing error allowed

6. Calculate transmit antenna gain towards satellite
using equations 13-18 and 13-19

Transmit antenna gain

Gain= 45.77243 dB Eqgn 3
Losses= -0.170068 dB Eqgn 4

Transmit antenna gain
45.60236 dB

7. Calculate space loss using equation 13-21
Find the max distance from ELT to microsat
Satellite separation = 35786 km
Min elevation angle (deg)
1.5 Given in specifications

ro= 0.151849 rad Eqgn 5

n= 0.151797 rad Egn 6
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Rf link

lambda= 79.80268 deg Egn7
D= 41512.2 km Eqgn 8

Path length in meters
41512198

Space loss in dB Eqn9
-206.7517

8. Estimate propagation absorption loss due to the atmosphere, Polarization mismatch and radome
Theoretical one way zenith attenuation
0.02 dB

Divide by sine of min elev angle
0.764031

Add .3 dB for polarization mismatch
1.064031
9. Select the TDRS antenna diameter and estimate pointing error.

let the pointing error be 10% of the beamwidth. Use eqn 13-17 to calculate antenna beamwidth

Receive antenna diameter
3m

Calculate the receive antenna beamwidth Egn 2
3.181818

Pointing error = 10% of beamwidth (degrees)
0.318182

10. Calculate the receive antenna gain toward the ELT. (dB)

50.01976 dB Egn 3 Efficency 0.65
-0.12 dB Eqgn 4

Receive Antenna Gain
49.89976 dB

11. Estimate the system noise temperature (in clear weather)
27.4 dB-K

12. Calculate Eb/No for the required data rate using equation 13-12
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Rf link

data rate (bps) 2.95E+08 bps with Reed Solomon encoded data
P[dBW]= 7.781513
Li= -1
Gt= 45.60236
Ls= -206.7517
La= -1.064031
Gr= . 49.89976
- Ts (dB-K) = 27.4
Eb/No=  10.97096 dB Eqgn 10

13 Required Eb/No to achieve BER of104-8, using QPSK
13.5 dB

14. Add 1 to the theoretical value for implementation losses
14.5 dB | added 1 dB

15. Calculate the link margin-the difference between the expected value of Eb/No calculated and the
required Eb/No (including implementation loss)

-3.52904 dB
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Rf link

Link budget from a TDRS satellite to a Ground Station, 5 meter dish

1. Select carrier frequency
Frequency ‘
1.25E+10 Hz

2. ER-2 transmitter power ,
Transmit power in Watts Efficency Transmit Ant diameter (meter)
' 6 0.55 2

3. Rf losses between the transmitter and ER-2 antenna
-1 dB

4. Determine wavelength and beamwidth of ER-2 antenna
wavelength Eqn 1

0.023984 meters
Transmit ant beamwidth Egn 2
(deg)

0.84

5. Max antenna pointing offset angle
Pointing error (deg)

0.1 Amount of pointing error allowed

6. Calculate transmit antenna gain towards satellite
using equations 13-18 and 13-19

Transmit antenna gain

Gain= 45.77243 dB Egn 3
Losses= -0.170068 dB Eqgn 4

Transmit antenna gain
45.60236 dB

7. Calculate space loss using equation 13-21
Find the max distance from ELT to microsat
Satellite separation = 35786 km
Min elevation angle (deg)
1.5 Given in specifications

ro= 0.151849 rad Eqn 5

n= 0.151797 rad Eqgn 6
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Rf link

lambda= 79.80268 deg Eqn7
D= 41512.2 km Egn 8

Path length in meters
41512198

Space loss indB Egn 9
-206.7517

8. Estimate propagation absorption loss due to the atmosphere, Polarization mismatch and radome
Theoretical one way zenith attenuation
0.02 dB _

Divide by sine of min elev angle
0.764031

Add .3 dB for polarization mismatch
1.064031
9. Select the TDRS antenna diameter and estimate pointing error.

let the pointing error be 10% of the beamwidth. Use eqn 13-17 to calculate antenna beamwidth

Receive antenna diameter
5m

Calculate the receive antenna beamwidth Eqgn 2
1.909091

Pointing error = 10% of beamwidth (degrees)
0.190909

10. Calculate the receive antenna gain toward the ELT. (dB)

54.45673 dB Eqn 3 Efficency 0.65
-0.12 dB Eqn 4

Receive Antenna Gain
54.33673 dB

11. Estimate the system noise temperature (in clear weather)
274 dB-K

12. Calculate Eb/No for the required data rate using equation 13-12
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Rf link

data rate (bps) 2.95E+08 bps with Reed Solomon encoded data
P[dBW]= 7.781513

Li= -1

Gt= 45.60236

Ls= -206.7517

La= -1.064031

Gr= 54.33673

Ts (dB-K) = 274

Eb/No= 15.40794 dB Eqn 10

13 Required Eb/No to achieve BER of10#-8, using QPSK
13.5 dB

14. Add 1 to the theoretical value for implementation losses
14.5 dB | added 1 dB

15. Calculate the link margin-the difference between the expected value of EblNo calculated and the
required Eb/No (including implementation loss)

0.907935 dB
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Rf link

Link budget from a TDRS satellite to a Ground Station, 7 meter dish

1. Select carrier frequency
Frequency
1.25E+10 Hz

2. ER-2 transmitter power
Transmit power in Watts Efficency Transmit Ant diameter (meter)
6 0.55 2

3. Rf losses between the transmitter and ER-2 antenna
-1 dB

4. Determine wavelength and beamwidth of ER-2 antenna
wavelength Egn 1
0.023984 meters
Transmit ant beamwidth Eqn 2
(deg)
0.84
5. Max antenna pointing offset angle
Pointing error (deg)
0.1 Amount of pointing error allowed

6. Calculate transmit antenna gain towards satellite
using equations 13-18 and 13-19

Transmit antenna gain

Gain= 45.77243 dB Eqn 3
Losses= -0.170068 dB Eqgn 4

Transmit antenna gain
45.60236 dB

7. Calculate space loss using equation 13-21
Find the max distance from ELT to microsat
Satellite separation = 35786 km
Min elevation angle (deg)
1.5 Given in specifications

ro= 0.151849 rad Eqgn 5

n= 0.1561797 rad Egn 6
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Rf link

lambda= 79.80268 deg Eqgn7
D= 41512.2 km Egn 8

Path length in meters
41512198

Space loss in dB Eqn 9
-206.7517

8. Estimate propagation absorption loss due to the atmosphere, Polarization mismatch and radome

Theoretical one way zenith attenuation
0.02 dB

Divide by sine of min elev angle
0.764031

Add .3 dB for polarization mismatch
1.064031
9. Select the TDRS antenna diameter and estimate pointing error.

let the pointing error be 10% of the beamwidth. Use eqn 13-17 to calculate antenna beamwidth

Receive antenna diameter
7m

Calculate the receive antenna beamwidth Eqn 2
1.363636

Pointing error = 10% of beamwidth (degrees)
0.136364

10. Calculate the receive antenna gain toward the ELT. (dB)

57.37929 dB Eqn 3 Efficency 0.65
-0.12 dB Eqn 4 :

Receive Antenna Gain
57.25929 dB

11. Estimate the system noise temperature (in clear weather)
27.4 dB-K

12. Calculate Eb/No for the required data rate using equation 13-12
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Rf link

data rate (bps) 2.95E+08 bps with Reed Solomon encoded data
P[dBW]=  7.781513

L= -1

Gt= 45.60236

Ls= -206.7517

La= -1.064031

Gr= 57.25929

Ts (dB-K) = 274

Eb/No= 18.3305 dB Eqn 10

13 Required Eb/No to achieve BER 0f102-8, using QPSK
13.5 dB

14. Add 1 to the theoretical value for implementation losses
14.5 dB | added 1 dB

15. Calculate the link margin-the difference between the expected value of Eb/No calculated and the
required Eb/No (including implementation loss)

3.830496 dB
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Rf link

Link budget from a TDRS satellite to a Ground Station, 1 meter dish

1. Select carrier frequency
Frequency
1.25E+10 Hz

2. ER-2 transmitter power
Transmit power in Watts Efficency Transmit Ant diameter (meter)
6 0.55 2

3. Rf losses between the transmitter and ER-2 antenna
- -1 dB

4. Determine wavelength and beamwidth of ER-2 antenna
wavelength  Eqgn1
0.023984 meters
Transmit ant beamwidth Eqgn 2
(deg)
0.84
5. Max antenna pointing offset angle
Pointing error (deg)
0.1 Amount of pointing error allowed

6. Calculate transmit antenna gain towards satellite
using equations 13-18 and 13-19

Transmit antenna gain

Gain= 45.77243 dB . Egn3
Losses= -0.170068 dB Eqn 4

Transmit antenna gain
45.60236 dB

7. Calculate space loss using equation 13-21
Find the max distance from ELT to microsat
Satellite separation= 35786 km
Min elevation angle (deg)
1.5 Given in specifications

ro= 0.151849 rad Egn 5

n= 0.151797 rad Egn 6
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Rf link

lambda= 79.80268 deg Eqn7
D= ' 41512.2 km Eqgn 8

Path length in meters
41512198

Space loss in dB Eqn9
-206.7517

8. Estimate propagation absorption loss due to the atmosphere, Polarization mismatch and radome
Theoretical one way zenith attenuation
0.02 dB ‘

Divide by sine of min elev angle
0.764031

Add .3 dB for polarization mismatch
1.064031
9. Select the TDRS antenna diameter and estimate pointing error.

let the pointing error be 10% of the beamwidth. Use eqn 13-17 to calculate antenna beamwidth

Receive antenna diameter
1m

Calculate the receive antenna beamwidth Eqn 2
9.545455

Pointing error = 10% of beamwidth (degrees)
0.954545

10. Calculate the receive antenna gain toward the ELT. (dB)

40.47733 dB Eqn 3 Efficency 0.65
-0.12 dB Egn 4

Receive Antenna Gain
40.35733 dB

11. Estimate the system noise temperature (in clear weather)
27.4 dB-K

12. Calculate Eb/No for the required data rate usirig equation 13-12
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Rf link

data rate (bps) 2.95E+08 bps with Reed Solomon encoded data
P[dBW]= 7.781513

Li= -1

Gt= - 45.60236

Ls= -206.7517

La= -1.064031

Gr= 40.35733

Ts (dBK) = 27.4

Eb/No= 1.428535 dB Egn 10

13 Required Eb/No to achieve BER of10*-8, using QPSK
13.5 dB

14. Add 1 to the theoretical value for implementation losses
145 dB ladded 1dB -

15. Calculate the link margin-the difference between the expected value of Eb/No calculated and the
required Eb/No (including implementation loss)

-13.07146 dB
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Preface

This document describes the means for establishing performance requirements and for defining
and controlling technical aspects of the radio frequency system interface between STARLink and
the Tracking and Data Relay Satellite System.

Comments or questions concerning this document should be addressed to

National Aeronautics and Space Administration

Goddard Space Flight Center

Greenbelt, Maryland 20771

Attention: Network Systems Engineer for STARLink, Code 531.1

This document is under the configuration management of the Mission Operations and Data
Systems Directorate (MO&DSD) Configuration Control Board (CCB). Configuration change
requests to this document shall be submitted to the MO&DSD CCB, along with supportive
material that justifies the proposed change.
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1. Introduction

1.1 Purpose

This interface control document (ICD) establishes performance requirements and defines and
controls the technical aspects of the radio frequency (RF) system interface between the
Satellite Telemetry and Return Link (STARLink) and the Tracking and Data Relay Satellite
System (TDRSS). The interfaces defined herein are also applicable during compatibility tests
with the STARLink antenna located at the integration facility’s rooftop.

1.2 Interface Responsibilities

The interface responsibilities are defined in terms of the STARLink Program (SP) office and
the Mission Operations & Data Systems Directorate (MO&DSD). The element identified as
the STARLink flight segment, hereafter referred to as the Flight Vehicle Terminal (FVT), will
be the responsibility of the STARLink Program Office. The element identified as TDRSS is
the responsibility of the Networks Division at Goddard Space Flight Center (GSFC).

The design requirements and parameters in this ICD are subject to the bilateral control of the
STARLink Program Office and the Networks Division. These offices will jointly approve the
ICD and any subsequent changes thereto, following resolution of issues and discrepancies.

1.3 Interface Identification

The communication links defined and controlled by this ICD are the RF transmission between
the STARLink and TDRSS, as defined in sections 3 and 4.
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2. Documents

2.1 Applicable Documents

The Detailed Mission Requirements (DMR) for STARLink, January 1995, defines the top-level
requirements for this ICD. In the event of conflict between this ICD and the DMR, the DMR takes
precedence.

2.2 Reference Documents
The latest issues of the following documents are for reference only:

a. Networks Users Guides:
1. Spaceflight Tracking and Data Network Users Guide (Basic), STDN No. 101.1

2. Space Network (SN) Users Guide, STDN No. 101.2, Rev. 7

b. Guidelines for Preparation of the User/TDRSS Radio Frequency Interface Control
Document, STDN No. 102.6.

c. Interface Control Document Between the STARLink Project and the Second TDRSS .
Ground Terminal (STGT), Version 1.0, January 1995, 530-ICD-STGT/STARLIink.

d. STARLink Ground Subsystem Internal Interface Control Document, 8100118

These documents are not part of this ICD and are not controlled by virtue of their reference herein.
In the event of a discrepancy, this ICD takes precedence.
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3. Interface Requirements

3.1 General

This section specifies the functional and performance requirements for both the Ku-band Single
Access (KSA) forward (TDRSS-to-STARLink) and return (STARLink-to-TDRSS) links.

3.2 Interface Functional Requirements

3.2.1 General

The STARLink-TDRSS forward and return links will provide the functional capabilities described
in the following sections when line of sight exists.

3.2.2 Commands

56 kbps data will originate at Ames Research Center (ARC) and will be transported to GSFC via
National Aeronautics and Space Administration Communications (NASCOM) in the 4800 bit block
format. White Sands Complex (WSC) will receive this data and extract the data and input it into
the StarLink Unique Equipment (SLUE) at WSC. The User Payload Operations Control Center
(POCC) will also provide the SLUE with voice-grade data. The SLUE will mux the 56 kbps bit
stream, the voice-grade signal, and other SLUE generated data at WSC. The SLUE Link
Controller (LC) will frame and format the composite forward link data stream and will perform
differential encoding, rate 1/2 convolutional encoding, and interleaving as described in
Section 4.3.2. The resulting signal will be a 400 kilosymbol/second signal in Non-Return to
Zero-L (NRZ-L) format. WSC will Binary Phase Shift Key (BPSK) modulate this signal onto the
Space-to-Ground Link (SGL) carrier. Pseudorandom Noise (PN) coding is not used. WSC
relays this signal to STARLink via the Tracking and Data Relay Satellite (TDRS) using the KSA
forward-link service with either Right Hand Circular Polarization (RHCP) or Left Hand Circular
Polarization (LHCP). The STARLink will receive the 13.775 GHz carrier via a high gain KSA
antenna. The signal is routed to a Low Noise Amplifier (LNA) and an autotrack receiver. The
antenna autotrack receiver detects error signals which are used to control antenna pointing. The
LNA signal is downconverted and passed to a BPSK demodulator, which demodulates the signal.
The demodulator signal is then passed to a bit synchronizer. The baseband signal is demuxed into

the command data and the digitized voice signal. '

The STARLink airborne antenna is a 32 inch steerable (from -15° to 85° elevation and from 0° to
360° azimuth [no wrap]) and provides a 37.0 dB gain.

3.2.3 Science Data

The STARLink return data consists of multiple data streams with composite data rates less than
48 Mbps and digitized voice. One 21.42 Mbps data stream will be rate 1/2 encoded and
interleaved. These streams and digitized voice will be multiplexed, bit stuffed, PN spread, and
framed within the STARLink high data rate mux on the airborne terminal to make a 274.176 Mbps
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bit stream. The 274.176 Mbps data consists of 137.088 Mbps on the I channel and
137.088 Mbps data on the Q channel. When RS coding is enabled, both channels are
independently (254, 238) Reed Solomon (RS) coded to produce a 294.912 Mbps RS encoded bit
stream with 147.456 Mbps on both channels. (Once the Reed Solomon encoder is installed in
STARLInk, all links are expected to be Reed Solomon encoded). Both I and Q channels are in
NRZ-L format. The PN coding, rate 1/2 convolutional coding, Reed Solomon coding,
interleaving, muxing, bit stuffing, and framing performed by STARLink is transparent to TDRSS.
Both channels are Staggered Quadrature Phase Shift Key (SQPSK) modulated (with an I/Q power
ratio of 1/1) onto a nominal 15003.4 MHz carrier. The return link carrier is noncoherent with the
forward signal. The return link carrier will be derived within the STARLink to provide a fixed
frequency with an accuracy of +5 kHz. The return signal is amplified and radiated to TDRS using
either LHCP or RHCP.

TDRS receives and relays the signal to WSC, where it is received, converted to baseband, and
passed to the SLUE in NRZ-L format. A SLUE will process the signal and demux it into up to
four baseband signals and the voice signal as described in Section 4.3.3. The SLUE converts the
voice data into an analog signal and routes it and a 9.6 kbps SLUE status data stream to ARC via
NASCOM 2000 equipment. Up to four science data bit streams are routed through the High Rate
Black Switch (HRBS) to the input channels of the WSC Statistical Multiplexer (STATMUX). A
single stream of up to 48 Mbps signal is output from the STATMUX and is transported to ARC via
Domestic Satellite (DOMSAT). '

The 32 inch steerable antenna provides a gain of 37.8 dB.

3.2.4 Doppler Tracking

Doppler tracking services are not required.

3.2.5 Ranging

Ranging services are not required.

3.3 Communications Performance Requirements

3.3.1 General

The STARLink-TDRSS forward and return links will meet the performance requirements
described in the following sections when line of sight exists. TDRSS will commit to support
whenever the look angle to TDRS is 1.5 degrees above the Earth tangential. TDRSS may acquire
earlier and collect telemetry prior to the 1.5 degree criterion, but the data may contain dropouts due
to atmospheric effects.

3.3.2 Command Channel

KSA forward-link service will not be available when the Sun's center is within 1 degree of the
TDRS KSA or STARLink antenna boresights. Also, coordination with the appropriate RF
regulatory organizations may be required to address flux density concerns arising from the absence
of PN coding on the forward link.
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3.3.3 Science Data Channel

The maximum information bit error rate and bit slippage rate (BSR) for the wideband digital data

channel at the White Sands Complex (WSC) will be 105 and 10712, respectively. These
capabilities are predicated on satisfactory compliance with the TDRSS-required communication
systems performance parameters (user constraints) defined in Section 4.4.7, unless otherwise
stated. Failure to meet these constraints results in degraded performance. Additional EIRP may be
required to compensate for the degradation. KSA return-link service will not be available when the
Sun's center is within 1 degree of the TDRS KSA or the WSC receiving antenna supporting that
TDRS.

3-3 531-RFICD-SP/TDRSS




4. Link Interface Characteristics

4.1 General

4.2 Link Functional Design

4.2.1 General

The TDRSS-to-STARLink KSA forward link service will be provided on a scheduled basis
concurrent with a STARLink-to-TDRSS KSA return link. The signal parameters for both links are
shown in Table 4-1 and 4-2. The SN will support the STARLIink, but it does not guarantee a 107
BER when the received power is less than the sum of the minimum Prec and the signal losses
given in Table 4-2. ‘

Open-loop pointing of the TDRS KSA antenna is intended as the primary tracking mode, with
autotrack as a secondary option. In both cases, the required KSA antenna pointing vectors will be
provided to minimize pointing loss.

4.2.2 Forward Link

The forward link functional design is shown in Figure 4-1 and is as follows:

a.

Forward-link command and voice data will be received at WSC at a rate of 400 kbps in
nonreturn to zero level (NRZ-L) format.

* The forward-link signal will be BPSK modulated onto the SGL carrier and transmitted to

the STARLink via TDRS. PN coding will not be used. The carrier frequency is doppler
compensated although the capability exists to inhibit doppler compensation.

In the TDRS, the signal is coherently downconverted to the user receive frequency which
is nominally 13.775 GHz and forwarded to the STARLink HGA with either RHCP or
LHCP.

In the STARLIink, the HGA receives the KSAF signal and routes it to the LNA, which
passes it to the downconverter and autotrack receiver.

The downconverter downconverts the signal and passes it to the command receiver which
will provide coherent Phase Shift-Key (PSK) demodulation of the suppressed carrier
signal and deliver the command signal to the bit synchronizer for BPSK bit detection. A

~ Viterbi decoder and deinterleaver reduce the 400 kbps forward link to 200 kpps. A

demultiplexer separates the voice and command data signals.

The autotrack receiver detects the error signals, which are used to control antenna
pointing.
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4.2.3 Return Link
The return link functional design is shown in Figure 4-2 and is as follows:

a. Reed Solomon encoded science data at 147.456 Mbps or uncoded data at 137.088

: Mbps is transmitted on the I and Q channels. (Both channels have identical data
rates). Any PN coding, interleaving, and rate 1/2 convolutional coding on the signal
is transparent to TDRSS.

b. The return-link data format is NRZ-L.

c. Both channels are SQPSK modulated (with an I/Q power ratio of 1/1) onto a
15003.4 MHz carrier. The I/Q channel power division ratio will be 1:1 to within
+ 0.4 dB. The phase of the I channel leads the phase of the Q channel by 90_. The
data on the Q channel will be delayed one-half bit period with respect to the I
channel.

d. The return link carrier is noncoherent with the forward signal. The return link carrier
will be derived within the STARLink to provide a fixed frequency with an accuracy
of £5 kHz.

e. The return signal is amplified and radiated to TDRS 'using the KSA DG2 return
service with either LHCP or RHCP.

f. TDRS receives and relays the signal to WSC.

g. WSC receives the signal, performs coherent SQPSK demodulation, and provides the
I and Q channel signals in NRZ-L format to the SLUE, together with the recovered .
data clock.

h. The SLUE processes the signal (deinterleaving, decoding, despreading, extracting
data from frame format), and demuxes the return signal as described in Section 4.3.3.

4.3 Baseband Signal Descriptions

4.3.1 General

This section describes the forward and return signal processing by the SLUE, which is
transparent to TDRSS.

4.3.2 Forward-Link Baseband Signal Parameters

The SLUE LC will frame and format the composite forward link data stream, will then
perform differential encoding, rate 1/2 convolutional encoding, and interleaving to transform
the input signal to the WSC Low Rate Black Switch (LRBS) into the required 400 kbps NRZ-
L differential Transistor-Transistor Logic (TTL) signal.

The interleaving depth is 1024 bits. The differential encoding, convolutional encoding, and
interleaving algorithms are defined in the STARLink Ground Subsystem Internal Interface
Control Doument.

44 531-RFICD-SP/TDRSS
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4.3.3 Return Link Baseband Signal Parameters

This section describes the return signal processing by the SLUE, which is transparent to
TDRSS. The SLUE shall process the high-rate return link data at either a 274.176 Mbps rate
without Reed Solomon encoding or a 294.912 Mbps rate with Reed Solomon coding. The
274.176 Mbps signal consists of two channels, each at a 137.088 Mbps rate. The 294.912
Mbps signal consists of two channels, each at a 147.456 Mbps rate. The signal format is
NRZ-L. The SLUE will despread and Reed Solomon decode, if necessary, the return signal,
as well as extract the data stream from the frame sequence. It will also deinterleave and
convolutionally decode the 21.42 Mbps data stream. Figure 4-3 shows the link hierarchy for

PROPORTIONAL {b) 25 KB/S EFD 1.53 MB/S SNC 8568 MB/S SYNC
DISCRETE 1.151 MB/S CHAN 1 | () 21.42 MB/S 11-1 4284 WB/S 1t
BITE (o) 1,151 WB/S CHAN 2 10.71 MB/S 11=2
CLCMD ECHO | 1,151 MB/S CHAN 3 1.53 MB/S 11-3
1151 MB/S CHAN 4 1.53 UB/S 11—4 g
- .
Wnﬁ WB/S CHAN 6 mu‘] 53 M8/S 11=6
LSLUBAR GIN T _3.00 WR/S SPARE | 137088 WB/S ()
1451 MB/S CHAN 8
50 KB 21.42 us;/s 12-1
50 KB/S 8.12 MB/S 12-2
50 KB/S 8.12 MB/S 12-3 4284 WB/S 2
" 50 KB/S 6.12 MB/S 12-4
1,53 MB/S SPARE
153 MB/S SWC |
S0 KB/S AUDID |
284 MB/513 | 274476 VB/S
276 KB/S SYNC |
42.84 MB/S 01
42.84 MB/S Q2 137,088 ¥8/S (@)
NOTES: (o) AIRBORNE REMOTE TERMINAL (RT) STATUS. 4284 WB/S 03 '
(b) THE 25 Kbps EFD IS SAMPLED TWICE
AND USES 50 Kbps OF BANDWIDTH. B.568 MB/S SYNC
{¢) CONVOLUTIONAL ENCODING DOUBLES THE BANDWIDTH

FROM 10.71 Wbps TO 21.42 Ms/s.
the 274.176 Mbps return signal.‘

Figure 4-3 Link Hierarchy for the 274.176 Mbps Return Signal
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4.3.3.1 Frame Sequence
The KSA forward link will use the following frame sequence:
$123123123123123
where S=Sync at a rate of 8.568 Mbps
1 =42.84 Mbps (I1 or Q1)
2 =42.84 Mbps (12 or Q2)
3=42.84 Mbps (I3 or Q3)

The I and Q data channels will be searched for alternating 7 bit synchronization codes. Loss
of the I channel synchronization code shall disable the I channel clock. Loss of the Q channel
synchronization code shall disable the Q channel clock.

4.3.3.2 Signal Processing of the 21.42 Mbps Data Stream

The 21.42 Mbps data stream will be deinterleaved using an algorithm based on a 64x64
matrix, 1 bit wide and 4096 bits long. After deinterleaving, the 21.42 Mbps data stream will
be rate 1/2 convolutionally decoded with a constraint length of 7.

4.4 Radio Frequency Characteristics

4.4.1 General

This paragraph defines characteristics of the RF signals and RF signal prdcessing in the
STARLink and the TDRSS which affect the performance of the RF link.

4.4.2 Carrier Modulation/Demodulation

4.4.2.1 KSA Forward Link
The KSA forward link will use BPSK modulation (as shown in Figure 4-1).

4.4.2.2 KSA Return Link

The KSA return link will use SQPSK modulation (as shown in Figure 4-2). The data on the
Q channel will be delayed one-half bit period with respect to the I channel, and the Q channel
carrier will be 90 degrees out of phase with respect to the I channel (I leading Q). In addition,
the I/Q power ratio will be 1:1.

4.4.3 Spread Spectrum

Spread spectrum using PN codes is transparent to TDRSS on both the forward and return
links. '
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4.4.4 Signal Acquisition and Tracking

4.4.4.1 KSA Forward Link

The SNR required to achieve acquisition with a 90% probability is 23 dB-Hz. The STARLink can
acquire a signal with a maximum frequency offset of +71 kHz. The signal acquisition time is 0.6
seconds.

The SNR required to achieve tracking is 20 dB-Hz. The Mean Time Between Cycle Slips
(MTBCS) is 100 microseconds. The STARLink can track a signal with a maximum frequency
offset of £120 kHz.

4.4.4.2 KSA Return Link

The TDRSS will acquire the return link within 11 seconds (10 seconds for autotrack acquistion
with 99% probability when enabled and 1 second for signal acquisition with 90% probability)
provided:

1. The received power (Prec) at TDRS is as shown in Table 4-2 plus the additional
degradation due to the user constraint loss and polarization loss.

2. The velocity, acceleration, and jerk of the STARLink do not exceed 12 km/sec,
15 m/sec?, and 0.02 m/sec?, respectively, during coherent mode operations.

3. The POCC defined spacecraft transmit frequency for noncoherent operations is accurate to
within +5 kHz. (The acquisition time is increased to 3 seconds for a frequency
uncertainty within +20 kHz.) '

4. The user spacecraft angular velocity is less than 0.0135 degree/second when the TDRS
autotrack is enabled.

4.4.5 Doppler Compensation/Correction

The maximum STARLink velocity is 0.206 km/sec, which causes a maximum doppler shift of
9.4 kHz. Since this is well below the STARLink acquisition and tracking range, doppler
compensation is not required. However, the TDRSS ground terminal can provide continous
doppler compensation of the forward link transmitted carrier for velocities less than 12 km/sec.
For velocities less than 12 km/sec and accelerations less than 15 m/sec?, the accuracy of the user
receive signal is E, where E = 500 x acceleration + 734 Hz.

STARLink state vectors will be provided to the ground terminal before each mission. Updated
state vectors will be sent to the ground terminal as needed depending upon the flight path.

4.4.6 Forward Link RF Signal Characteristics

Table 4-3 defines the characteristics of the KSAF RF signal transmitted by TDRS to the
STARLink. The definitions of these signal constraints are provided in STDN 101.2, Rev 7.
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Table 4-3 Forward Link RF Signal Characteristics

Parameter

KSA

TDRS Signal EIRP

46.5 dBW during normal mode
40 dBW during autotrack acquisition

Modulator phase imbalance (BPSK only)
(peak)

+ 3 deg

Modulator gain imbalance (peak)

+0.25 dB

Data Asymmetry (peak)

+3%

Data transition time (90% of initial state to
90% of final state)

< 5% of bit duration

Phase nonlinearity (peak) + 0.15 radian over + 17.5 MHz
Gain flatness (peak) + 0.8 dB over + 17.5 MHz
Gain slope (peak) + 0.1 dB/MHz .

AM/PM <7 deg/dB

Data bit jitter (peak) <1%

Spurious PM < 1-deg rms

Spurious output 2> 27 dBc

Incidental AM (peak) <2%

Phase noise

e 1-10Hz < 1.5 deg rms

e 10-32Hz < 1.5 deg rms

e 32Hz-1kHz <4.0 deg rms

* 1kHz-25MHz < 2.0 deg rms

4-9
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4.4.7 Return Link RF Signal Characteristics

Table 4-4 defines the user constraint characteristics of the KSAR RF signal transmitted by
STARLink to the TDRSS. These signal constraints are defined in STDN 101.2, Rev 7.

The following parameters are expected values and do not meet these user constraints:
a. Modulator gain imbalance: 0.5 dB
b. Phase imbalance: 4 degrees
c. Phase Nonlinearity (peak): 7 degrees (goal)
d. Gain flatness (peak): 0.7 dB (goal)
e. Datarise time: 10% of bit time
f. Data Asymmetry: 5%

These noncompliant parameters must be compensated for by additional Prec at TDRS. The user
constraint loss for these parameters is 3.2 dB, assuming that the AM/PM is 10°/dB and the gain
slope is 0.05 dB/MHz.

As shown in Table 4-4, the maximum total Prec for both channels is -149.2 dBW. Table 4-2
shows that the minimum Prec for both channels with a combined data rate of 294.912 Mbps and
autotrack enabled is -149.2 dBW (-153.1 dBW + 3.9 dB signals losses). Therefore, the
minimum and maximum Prec values are equal. With autotrack disabled, the minimum Prec is
increased 2.5 dB, so that the minimum Prec is actually 2.5 dB above the maximum Prec. With
autotrack disabled and a 274.176 combined data rate, the minimum Prec is 2.2 dB above the
maximum Prec. A Prec higher than the maximum Prec can cause interference to other KSA users.
Therefore, whenever STARLIink is the only KSA user being supported by a single TDRS, the
maximum Prec may be increased by up to S dB and the SN will guarantee support. However,
when the same TDRS supports another KSA user simultaneously, STARLink may need to limit
the maximum Prec to the value shown in Table 4-4 to avoid causing interference to the other user.

4.4.8 Frequency Stability

4.4.8.1 TDRSS Frequency Stability

The carrier frequency transmitted by TDRSS will have a stability of 5 x1012 with a 1 second
average and 5 x10711 in the long term.
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Table 4-4. Return Link Signal Parameters (User Constraints)

Parameter

KSA Requirements

Data symbol transition density

>25% for any group of 512 symbols

Maximum number of consecutive symbols without a
transition on either the I or Q channel.

<64

Data bit jitter See Figure 4-4

Data asymmetry <+3%

Data risetime < 5% of the bit period
Gain imbalance + (.25 dB

1/Q channel power ratio < % (0.4 dB from nominal
QPSK phase imbalance 90 + 3 deg

Phase nonlinearity (applies for all types of phase]< 3 deg over+ 80 MHz

nonlinearities) (peak)

Gain flatness (peak) < 0.3 dB over + 80 MHz
Gain slope (peak) <0.1 dB/MHz over + 80 MHz
AM/PM <12 deg/dB

Minimum 3-dB bandwidth prior to power amplifier, DG2

>Two times max channel symbol rate

Untracked spurious PM

< 2 deg rms

Frequency stability (peak)

. 1-second average time <3x109

. 5-hour average time 7

. 48-hour average time <1x10
<3x107

Incidental AM (peak) (see note)

. At frequencies <2 kHz <0.6%

. At frequencies between 2 and 10 kHz < 3.0%

. At Frequencies > 10 kHz < 5.0%

Untracked phase noise (noncoherent) < 2 deg rms

I/Q data skew (relative to requirements for 1/Q data]<3%

synchronization where appropriate) (peak)

Permissible Prec variation (without reconfiguration|< 12 dB

message)

Permissible rate of Prec variation < 10 dB per sec

Maximum Prec -149.2 dBW

Axial ratio over % 0.4 deg from boresight <3dB

Note 1. The TDRSS design implementation may not provide the stated TDRSS KSA return
service autotrack performance when Prec=Prec(minimum), and the incidental AM(peak), at
frequencies < 2kHz, is close to or at 0.6 percent. For TDRSS KSA return service autotrack
performance, either Prec must be increased above Prec(mlnlmum) or the incidental AM(peak), at

frequencies <2 kHz, must be more controlled.
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Figure 4-4 Data Bit Jitter Specification
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4.4.8.2 STARLInk Frequency Stability

a. The carrier transmitted by STARLink will be derived from a local oscillator that meets the
frequency stability defined in Table 4-4.

b. The STARLink Program Office will ensure that the local oscillator-controlled frequency is
predictable within + 5 kHz.

4.4.9 Antenna Acquisition and Tracking

4.4.9.1 General

The STARLink-TDRS KSA return link will be initiated using one of two acquisition sequences.
The baseline acquisition sequence entails the TDRS open-loop pointing in the direction of
STARLink. The alternate acquisition sequence entails the TDRS autotrack pointing in the direction
of STARLink. ’

STARLink will automatically angle track the modulated Ku-band forward-link signal transmitted
from TDRS using a 32 inch steerable antenna from -15° to 85° elevation and from 0° to 360°
azimuth (no wrap).

TDRSS initiates acquisition by open-loop pointing towards STARLink using the improved
interrange vector contained in the vector script. The following paragraphs provide the details of the
antenna acquisition sequence:

a. The STARLink Payload Operations Control Center (POCC) will provide the NCC with a
pointing-vector script. This script will list the KSA antenna pointing vectors (using Type
8 format) and the time at which each vector is applicable. The POCC will also provide a
predicted user operating frequency to within +5 kHz for nominal operation, along with
the other appropriate communication link configuration parameters.

b. TDRSS will configure WSC and the appropriate TDRS for the requested service. The
forward and return service start time must be scheduled to occur simultaneously.

c. Atthe scheduled start time of the KSA forward service (to), TDRS will radiate an

acquisition mode EIRP of 40 dBw in STARLInk's direction, the signal being compatible
with the forward-link signal parameters defined in Table 4-3. The forward link data
stream will contain random data (no commands) until return-link acquisition is achieved.
This random data will not be an alternating {0, 1} sequence. The data will consist of a
random bitstream, with 50-percent transition density, until forward-link acquisition is
completed. The transmit frequency will include doppler compensation unless inhibited.

d. The STARLink Ku-band antenna will point to the scheduled TDRS to an accuracy of
+ 0.50 degree or, equivalently, to within 1.0 dB of its boresight gain.

e. STARLink will search for the TDRS Ku-band signal and complete antenna acquisition
within 30 seconds using a spiral search of its initial uncertainty region of £0.5 degrees. A
star search pattern will then reduce STARLIink's off-pointing uncertainty to +0.22° or,
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equivalently, to within 0.37 dB of its boresight gain. Immediately following indication of
antenna acquisition, the STARLink autotrack and signal acquisition will be initiated.

f.  Within 30 seconds of t,, STARLink will begin radiating in the direction of TDRS with an
initial signal EIRP such that P at TDRS is < -159.2 dBW. STARLink will then
increase its transmitted EIRP at a rate of no greater than 10 dB per second until the P, at

TDRS reaches its final value. The final value will be greater than -149.5 dBW
(-153.1 dBW plus a user constraint loss of 3.2 dB, a polarization loss of 0.2 dB, and a
pointing loss of 0.5 dB), but will always be less than the maximum allowable level of
-149.2 dBW. The STARLink signal parameters will comply with the constraints detailed
in Table 44, with the exception of those parameters listed in Section 4.4.7.

g. Without TDRSS antenna autotrack: TDRS will start acquisition of the return link signal
and complete carrier and bit synchronizer lock within 3.25 seconds of receipt of the signal
at TDRS, provided the Prec contraints are satisfied.

With TDRSS autotrack: TDRS will search for the Ku-band signal from STARLink and
realize autotrack fine pointing within 15.25 seconds of receipt of the return signal at
TDRS, provided the Prec constraints are satisifed. Simultaneously, TDRSS will start
acquisition of the signal and complete carrier and bit synchronizer lock within 3.24
seconds of receipt of the return signal at TDRS. The TDRS EIRP will be 46.5 dBW after
autotrack acquisition.

h. The transmission of forward link command data may begin any time after TDRSS
acquires the return link signal.

4.5 Interface Characteristics Summary

The expected STARLink signal performance is provided in Appendix A. Analysis of the return
signal noncompliant parameters indicates a 3.2 dB degradation of performance, which will be
compensated for by an equivalent increase in STARLink transmitted EIRP over that specified by
the minimum achievable data rate (ADR) equation in the Space Network Users Guide. The results
show a 51.8 dB link margin for the forward signal acquisition, 6.7 dB link margin for the
command channel data, 1.4 dB margin for the 274.176 Mbps return link data, 1.1 dB margin for
the 294.912 Mbps return link data before Reed Solomon decoding, and 3.8 dB margin for the
294.912 Mbps return link data after Reed Solomon decoding.
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Appendix A—Predicted RF Signal Performance

rxx FORWARD LINK CALCULATION -- NETWORK SYITEMS EMZINEER ANALYSIS #xx

aSFC C.L.A. 2.5, ANALYSIC 21 DATE § TIME: T/11/0R 1T: 2:2C OERFORMED BY: L HARRELL
USERID: <74RLINK LINKID: XSAF RELAY SAT.: TDRS-East

SERVICE: FSEQUENCY: DATA RATE: SOLARIZATION: =ANGE CASE: “OMINAL RANGE: RUN TYPE:
KSA 13775.0 MMz 400.000 KBPS ’CP “AXTMUM ICD

==COHERENT LINK

PARAMETE= VALUE TOLERANCE  REMARKS
1. RELAY *.ZTWORK EIRP-DSW 16.5 - STON 101.2
2. FREE 2=4(E LO35S-DB 207.6 - NOTE 8
3. POLARIZSTION LOSS-08 2 0 NOTE A
4, USER ~NTENNA GAIN-0B 7.0 .0 NOTE A
5. USER =4TENNA POINTING LOS3-08 3 RY NOTE A
6. USER =a3SSIVE LOSS-0B 1.5 2.0 NOTE A
7. USER F2CZIVED POWER-DE -126.3 - SUM 1 THRU 6
R, USER CIMPATIBILITY L0SS-NE ' .0 2 NOTE B
9, ATMOSP=Z=IC LO3S-08 90 € NOTE B
10. RFI LGS3-0B t - NOTE B
11. OYNAMICZ ' 0SS-DB x x NOTE B
12, USER EFFSZTIVE CECEIVED POWER-DRU -126.3 - SUM 7 THRU 11
13. USER NOIZE SENSITIVITY-DBW/HL -138.6 2 NOTE A
14, USER FEZZIVED-P/NO-DB-HZ K - 12 MINUS 13
15. USER FZIUIRED ACQUISITION-P/NO-DE-HZ 0.5 .0 MOTE A
16. USER £CQUISITION MARGIN-D8 _ 18 - 14 MINUS 15
-2.0 SUM (NOTE C)
-:.0 RSS
17. COMMAND 75 TOTAL POWER RATIO-DB .0 - NOTE A
18. USER TSSNSPONDER L05S-0B .0 R NOTE A
19. RECEIVED COMMAND-P/NO-08 A 72.23 - SUM 14.17,18
20. COMMAND ZaTA RATE-DB-HZ 6.0 - NOTE A
Z1. USER *ZIEIVED. EE/NO-08 5.3 - 13 MINUS 20
22. USER FZSUIRED EB/NO-08 16 .0 NOTE A
23. EFFECTIVE YSER COMMAND MARGIN-DB s.7 - 21 MINUS 22

-1.0 UM (NOTE C)
210 98

NOTE A: C2RAMETER YVALUE FROM USER PROJECT - - 8JECT T2 CHANGE
NOTE 2@ T=7M TLASS SNALYSIS IF COMPUTED
NOTE € F M=-LmS{SUMI AR, JALUES &5 TALERANCES:

r = N
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sx2 KETURN LINK CALCULATION - NETWORK SYSTEMS ENGINEER ANALYSIS sxx

L GFU LSS, ANALTEIS §O OATE & TIME: 7/11/95 15:10:52  PERFORMED BY: i.ZARRELL
USERID:  STARLINK LINKID:  ©3ARI RELAY SAT.: TORS-East RELAY GND TERM: WS6T
SERVICE FREGUENCY: UATA GROUP/MODE: POLARIZATION: RANGE CASE: NOMINAL RANGE: RN TYPE:
<3 15002.4 MHZ  0G-2 MODE-» RCP MAX INUN 160
I CHANNEL Q CHANNEL
2TA RATE = 147456.00 KEPS DATA RATE = 147456.90 KEPS
AT TY5E = MeaeL e 1B = AR
J (R -1 U | 2 NRL-
CODING = 0----NCOOED CODING = 9----UNCODED
Tl T i6§§?'E§§E’iGi"""""""‘""76EE§BNCE"=’="f"""""§E§§§i§"=====::
L CHAN. @ Q CHAN. | L CHAN. | G CHAN. |
i, USER T%ANSMITTER POWER-0EM CoWg L wT 0 2 NOTE A
2. USER P553IVE LOSS-08 ' 2.2 2.2 i Qo 2 NOTE A
3. USER ANTENNA GAIN-DBI VR R T B 0 Q] NOTE 4
4. USER POINTING L0SS-DB , 5 | S0 0! 0 NOTE A
5. BOLARIZATION LOSS-DB | 2 2 0 0 NOTE A
6. USER DATA/TOTAL POWER RATIO-DB N K K R , | NOTE 4
7. FREE SPACE LOSS-0B o208 | 084 ; , NOTE B
3. RELAY NCTWORK RECEIVED POWER-UNITY GAIN-DBM! -151.8 | -151.8 .| , L SUN1 THRU 7
5. USER CONSTRAINT LOSS-DB AR T B T 9 0 NOTE B
10, OTHER LG33E5-DB . 0! 0 0! 0 ! NOTE ¢
i1. RFI ENVIRONMENT L0SS-DR ; Q0 Q0 ; ; NOTE D
12, DEGRADED EFFECTIVE PONER-UNITY-OB Pooissio !oasslo ! . ‘ SUN 8 THRU 11
3. REQUIRED EFFECTIVE POMER-UNITY-DBM vogs6.l o-156.1 L ! ! STON 101.2
i. EFFECTIVE USER MARGIN-DE W L | ; 12 MINUS 13
| | " 0 0y SUN
1 ] [N} .0 ] .0 ] Rss
NOTE 4--7ROM REFERINCE-SUBJECT TG CHANGE BY USER NOTE C--FROM CLASS ANALYSIS IF COMPUTED

NOTE E--7R0M (LASS ANALYSIS

NOTE (--Z20M CLizs &NALYSIS
e CONTAING  DYNAMICS L0SS-DB "
ATMOSPHERICS L0S3-35 = .00 , .00
MULTIPATH L0SS-08 2x 4
1--NOT APPLICABLE Ok NOT COMPUTED
SETURN w0k CO%PRTIEILITT CRECK: )
JTne oliax iz IIIENTIALLY COMPATIELE..

...........................................................................

A-2 531-RFICD-SP/TDRSS




13 RETURN LINK CALCULATION -- NETWORK SYSTEMS ENGINEER ANALYSIS s

SSFC C.L.ALS.5. ANALYSIS 40 DATE & TIME:  7/11/95 15:10:50  PERFORMED BY: L.HARRELL
USERID:  STARLINK LINKID:  KSARL RELAY SAT.: TORS-East RELAY GND TERM: WSGT
SERVICE:  FREQUENCY: DATA GROUP/MODE: POLARIZATION: RANGE CASE: NOMINAL RANGE:  RUN TYPE: |
KSh 15003.4 Mz  DG-2 NODE-: RCP HAXTHUK 16
""""""" T CHANNEL 0 CHANNEL
DATA RATE = 147456.00 KEPS DATA RATE = 147456.00 KBPS
HOD TYPE = SPSK MOD TYPE = SQPSK
DATA TYPE = NRI-L DATA TYPE = NRI-L
CODING = 0----UNCODED CODING = 0--=-UNCODED
REED SOLOMON REED SOLOMON |
PARAMETER " WORST CASE RUN ) TOLERANCE RENARKS
DOLCHAN. D acHaN. 'l T cHAN. | o cHaN. |
1. USER TRANSHITTER POWER-DE T wy I NOTE A
2. USER PASSIVE L0SS-DB T = ST ¥ B ol NOTE A
3. USER ANTENNA GAIN-0BI X TN B 0l ! NOTE A
4. USER POINTING L0SS-0B ! s s 0l | NOTE A
5. POLARIZATION L0S5-08 i 20 7! ol NOTE 4
6. USER DATA/TOTAL POWER RATI0-DB X R X I ! ! ~ NOTE A
7. FREE SPACE L0SS-DB NI N ! ! NOTE B
8. RELAY NETHORK RECEIVED POWER-UNITY GAIN-DBW! -1si8 ! -1syp 1l ! | SUN 1 THRY 7
9. USER CONSTRAINT L0SS-DB P32 sz ‘NN NOTE B
10, OTHER LOSSES-D8 ! ol Ty o ! NOTE ¢
11. RFT ENVIRONNENT L0SS-08 ; R Y ; ; NOTE D
12, DEGRADED EFFECTIVE POMER-UNLTY-0BM Pooissio ! ooissg ! . SUM 8 THRY 11
13. REQUIRED EFFECTIVE POWER-UNITY-DB !o-158.8 | -158.8 ! : !
14, EFFECTIVE USER NARGIN-DB T I R ; ; 12 NINUS 13
! ! 1 Qo0 o
| [} it -0 ] .0 [] RSS
YOTE A--FROM REFERENCE-SUBJECT TO CHANGE BY USER NOTE C--FROM CLASS ANALYSIS IF COMPUTED
10TE 5--FROM CLASS ANALYSIS
NOTE 5--FROM CLASS ANALYSIS
CONTAINS DYNAMICS LOSS-DB s, 8
HINOSPRERICS L05S-08 = .06 , .00
NULTIPATH L0SS-08 21,4
£=-NOT APPLICABLE OR NOT CORPUTED
ZETURN LINK COMPATIBILITY CHECK: o
..... “he 1ink is ESSENTIALLY COMPATIELE..
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Glossary

BER
bps
BPSK
BSR
dB
dBc
dBW
deg
DG-2
DMR
EIRP

forward link
FVT

GHz

GSFC
GSTDN
HPA

Hz

I channel

achievable data rate

amplitude modulation

bit error rate

bits per second

binary phase shift-key

bit slippage rate

decibel

decibel relative to carrier level

decibel relative to 1 watt

degree

Data Group 2

detailed mission requirements

effective isotropic radiated power (dBw)
bit energy-to-noise spectfal density ratio (dB-Hz)
transmit carrier frequency (Hz)

jitter frequency amplitude

Doppler frequency

jitter frequency rate

link from ground terminal through TDRS to user
Flight Vehicle Terminal

gigahertz (1000 MHz)

Goddard Space Flight Center

Ground Spaceflight Tracking and Data Network
high-power amplifier

hertz

in-phase data channel (0- and 180-degree phase) modulation of
reference carrier -
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ICD
kbps
kHz

KSA
LC
LHC
Mbps
MHz
MTBCS
NASA
Nascom
NRZ-L
nsec
OBC
PM

POCC

PI‘CC

PI‘GC/N o

psec
PSK
Q channel

QPSK

range channel

return link
RF

RFI

RHC

interface control document
kilobits per second

kilohertz

kilometer

Ku-band single access

Link Controller

left-hand circular (polarization)
megabits per second

megahertz

Mean Time Between Cycle Slips
National Aeronautics and Space Administration
NASA Communications

nonreturn to zero level

nanosecond(10 9)
onboard computer
phase modulation
Payload Operations Control Center

received signal power (dB)

received signal power-to-noise spectral density ratio (dB-Hz)

pico second (10 12)
phase shift-key

quadrature data channel (+ 90-degree phase modulation of reference
carrier)

quadriphase shift-key

forward-link subdivision used for transferring pseudorandom
noise code used for two-way range measurement

link from user through TDRS to ground terminal
radio frequency
radio frequency interference

righf-hand circular (polarization)
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SA

SLUE

SP

SQPSK

SQPSK modulation

STDN
STGT
TDRS
TDRSS

WSC
WSGT

root-mean-square

single access

STARLink Unique Equipment
STARLink Program

staggered quadriphase shift-key

quadriphase process in which data bits (symbols if convolutionally
encoded) of Q channel are delayed one-half bit period (one-half
symbol period if convolutionally encoded) relative to I channel

Spaceflight Tracking and Data Network
Second TDRSS Ground Terminal
Tracking and Data Relay Satellite
Tracking and Data Relay Satellite System
Transistor-Transisitor Logic

White Sands Complex

White Sands Ground Terminal
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